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Last time



Started my Youtube career



Topics of today

• learn about a class of machine learning 
algorithms: linear models

• specific instances of linear models:
• linear regression
• logistic regression



Why those topics

• NMT systems are built with neural 
networks

• neural networks are logistic regression 
with a twist

• logistic regression is linear regression 
with a twist
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How we represent data for ML problems
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Regression vs. classification problems
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Linear Regression



Regression Problems

• Assumption: data-generating process is a 
function

• fitting a regression model: approximating this 
unknown function

• fitting a regression model: 1) decide on a class 
of functions, 2) set all parameters that fully 
describe the function



Classes of functions

linear functions
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Parameters that describe functions
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Linear Regression

• function class: linear

• linear functions describe lines or hyperplanes

• parameters to be learned: 1 weight for each 
feature in X, optionally 1 intercept
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Line or Hyperplane?
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Equation of a line
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Simple linear regression problem: one feature, 
one target variable, no intercept
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Residuals
o training
example

g

It

3.8

I g



Goodness of fit: sum of squared residuals
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How to find best line? Let’s analyze sum of 
squared residuals
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Least squares solution

• closed form, analytical solution for linear 
regression

• solution is called normal equations
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Summary Linear Regression

• Regression approximates functions that 
generated the data

• functions are defined by their parameters

• linear regression approximates linear functions
• linear functions are lines or hyperplanes

• model fitting means finding parameters that 
minimize sum of squared residuals, with a least 
squares solution
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Logistic Regression

for classification



Vector notation for linear regression interception

X I c E 6

non vector Y Cn Xa t Cz Yz t b

fig e

vector t

absorb bias y X o C



How about linear regression for classification?

training data
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Logistic Regression squashing
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Optimizing Logistic Regression

• Logistic regression does not have a 
closed form solution

• but it is a convex optimization problem
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Summary

• linear models are algorithms that apply 
only linear transformations to input 
features

• linear regression solves a regression 
problem in closed form

• logistic regression solves a 
classification problem with convex 
optimization



Next time
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Bonus Material:
Logistic Regression for multiclass 

problems



2 ways to extend binary logistic regression

1) One-versus-all logistic regression
2) Softmax regression



One-versus-all multi-class logistic regression
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Softmax regression (= Maximum Entropy)
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