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What are we evaluating?

Quality

Evaluation Productivity

Usability
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Example sentence

The world is a stage, but the play is badly
cast.

- Oscar Wilde
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Evaluation of quality: requirements

mete\C

A metric that evaluates translation quality should meet the following
criteria:
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Evaluation of quality: requirements
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A metric that evaluates translation quality should meet the following
criteria:

¢ low cost: evaluation should be fast and cheap
o compelling: metric should be easy to interpret
o consistent: repeated evaluations should lead to the same results

o correct: evaluation should be truthful.
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Evaluation of quality: requirements

A metric that evaluates translation quality should meet the following
criteria:

low cost: evaluation should be fast and cheap
compelling: metric should be easy to interpret
consistent: repeated evaluations should lead to the same results

correct: evaluation should be truthful. — Problem: Subjectivity.
There is no (singular) «thruth» (ground truth) in translation.
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How to evaluate quality?

manual
Quality
\automatic
Evaluation Productivity

Usability
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Manual evaluation
-P more reliable
— costly

— slow

Automatic evaluation

_- lessreliable

7/52



1. Introduction

2. Manual Evaluation

3. Automatic Evaluation

4, Summary
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2. Manual Evaluation
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Original:
The world is a stage, but the play is badly cast.

Google Translate:
Die Welt ist eine Biihne, aber das Spiel ist schlecht besetzt.
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Original:
The world is a stage, but the play is badly cast.

Google Translate:
Die Welt ist eine Biihne, aber das Spiel ist schlecht besetzt.
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Original:
The world is a stage, but the play is badly cast.

Google Translate:
Die Welt ist eine Blhne, aber das Spiel ist schlecht besetzt.

On ascale from 1 to 5,

« how adequate is the translation? (sentence still has the same
meaning)

¢ how fluent is the translation? (grammatical, suitable style)
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Original:
The world is a stage, but the play is badly cast.

Google Translate:
Die Welt ist eine Blhne, aber das Spiel ist schlecht besetzt.

DeeplL:
Die Welt ist eine Blhne, aber das Stlick ist schlecht besetzt.
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Original: (&e’o‘ @

The world is a stage, but the play is badly cast.

Google Translate:
Die Welt ist eine Blhne, aber das Spiel ist schlecht besetzt.

DeeplL:
Die Welt ist eine Blhne, aber das Stlick ist schlecht besetzt.

Which translation is better?
o Google Translate > DeepL
e Google Translate = DeepL

¢ Google Translate < DeepL
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Absolute manual evaluation

ab< olute

Machine-translated sentences can be evaluated with absolute
numbers. As a convention, we evaluate adequacy and fluency on a
five point Likert scale.
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Absolute manual evaluation

=23

Machine-translated sentences can be evaluated with absolute
numbers. As a convention, we evaluate adequacy and fluency on a
five point Likert scale.

— What does a fluency of 4 mean exactly?
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Absolute manual evaluation: example (WMT 2006)

Judge Sentence \A/ M

You have already ju

iged 14 0f 3064 sentences, taking 86.4 seconds per sentence.

Source: les deux plutotun I écessaire a interne de 1'ue

Reference: rather , the two countries form a laboratory needed for the internal working of the eu

[rranstation [racquacy
[both. rath labe the al the coee i
ol countris are rather  necessary laboratory th iternaloperaton ofthe cu
5 . = 5 = 1234 5
[both ibo il fu f the coec -
oth countrcs are a necessary aboratory at internal functioning of the cu ol L
ccce c
e two countries are rather a laboratory necessary for the internal workings of the cu
- 1234 5
crec G
e two countries are ather a laboratory for the internal workings ofthe cu
& . 123 4 s
ceec -
ihe o ounties ar raher a necessary aboratory intemal workings of the cu
1234 s

Annotator: Philipp Kochn Task: WMTO6 French-English Amotate
Flawless English
Good English
Non-native English
Disfluent English
Incomprehensible

Source: Koehn and Monz, 2006
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Absolute manual evaluation

Adequacy:
5 all meaning
4 most meaning
3 much meaning
2 little meaning
1 none

Source: Koehn and Monz, 2006

Fluency:

5

=N WD

flawless English
good English
non-native English
disfluent English
incomprehensible
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Absolute manual evaluation

Adequacy: Fluency:
5 all meaning 5 flawless English
4 most meaning 4 good English
3 much meaning 3 non-native English
2 little meaning 2 disfluent English
1 none 1 incomprehensible

— What is the difference between «<much meaning» and «most

-

meaning»? @

-~

Source: Koehn and Monz, 2006
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Absolute manual evaluation: problems

Problavs

o unclear definitions
« different people assign different scores on average
¢ sometimes, annotators cannot reproduce their own evaluation

¢ evaluation of adequacy and fluency is highly correlated - hard to
tell apart
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Relative manual evaluation

o e

Evaluations are generally more consistent if two or more systems are
compared, instead of given absolute scores
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Relative manual evaluation: example (WMT 2013)

For each ranking task, the judge is presented with a source segment, a
reference translation, and the outputs of five systems (anonymized
and randomly-ordered). The following simple instructions are
provided:

You are shown a source sentence followed by several candidate
translations. Your task is to rank the translations from best to worst (ties
are allowed).

Quelle: Bojar et al., 2013
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Relative manual evaluation: example (WMT 2013)

"Valentino mél vzdycky radéji Valentino has always preferred
eleganci nez slavu. elegance to notoriety.
ino should always rather than fame.

"Valentino has always rather than the elegance of glory.
-

" ino had always pi than glory.

“Valentino has always had the elegance rather than glory.

 Valentino has always had a rather than the elegance of the glory.

Source: Bojar et al., 2013
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Relative manual evaluation: Pairwise Ranking

Relative evaluations result in pair-wise relationships between systems
A, B:

A better than B | tie | B better than A
41 12 59
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Relative manual evaluation: Pairwise Ranking

Relative evaluations result in pair-wise relationships between systems
A, B:

A better than B | tie | B better than A
41 12 59

— Is system A truly better than system B, or are differences due to
chance?
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Relative manual evaluation: Pairwise Ranking - Significance

Null hypothesis: Quality gap between systems A and B due to
random variation.

Alternative hypothesis: Quality gap between systems A and B not
due to chance.

To reject the null hypothesis, we expect

« less than 5% probability that difference is due to random
variation — difference statistically significant at 95% (p < 0.05)

or, to be even more strict,

o less than 1% probability that difference is due to random
variation — difference statistically significant at 99% (p < 0.01)
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Relative manual evaluation: Pairwise Ranking - Significance

Statistical significance can be tested with a sign test.
Example in R:

> binom.test(59, 100, p=0.5, alternative="two.sided")
Exact binomial test

data: 59 and 100

number of successes = 59, number of trials = 100,
p-value = 0.08863

alternative hypothesis: true probability of success is
not equal to 0.5
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Relative manual evaluation: Pairwise Ranking - Significance

Relative evaluations result in pair-wise relationships between systems
A, B:

A better than B | tie | B better than A
41 12 59

— Is system A truly better than system B, or are differences due to
chance?
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Relative manual evaluation: Pairwise Ranking - Significance

Relative evaluations result in pair-wise relationships between systems

A, B:
FAMC ¢ puces
A better than B | tie | B better than A
41 12 59

— Is system A truly better than system B, or are differences due to
chance?
— Difference in quality is not statistically significant, i.e. random.
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3. Automatic Evaluation
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Dato [

Our complete data is split into three parts: a training set, a validation
set and a test set. Rules:

Size of test set: 1000 to 2000 sentences
select those sentences at random!
automatic evaluation during development of a system

manual evaluation before deployment of a system
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How do we evaluate translations automatically?

Any method for automatic evaluation is a function ¢ that computes
the similarity between a machine translated segment («<hypothesis») h
and 1 or more reference translations r

score = a(h,r) (1)
0% Ao00/s
Similarity measure usually between 0.0 and 1.0, or G-aind 00 %.
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Prerequisites

@ Detem (Testgef
@ o-'Of\,">

o Similarity function o («<metric»)

« 1.nreference translations for each sentence to be evaluated

(3) 4
@\"
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Precision, Recall, F-Measure

correct
hyp length

How many words in the hypothesis are in the reference
translation?

Precision =

correct
ref length

Recall =
How many words in the reference translation are in the
hypothesis?

_ _ o . _precision-recall
F1-Measure = 2 precision-+recall

Harmonic mean of precision and recall.
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Precision, Recall, F-Measure: Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

fel __ _correct __

Precision = hyp length —
__ _correct __
Recall = ref length —

_ __ o . _precision-recall __
F1-Measure = 2 precision+recall —
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Precision, Recall, F-Measure: Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

el __ _correct __ 3 _ _
Precision = (200 = 5 = 0.5 = 50.0%

correct  __

Recall = ref length —

_ __ o . _precision-recall __
F1-Measure = 2 precision+recall —
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Precision, Recall, F-Measure: Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

el __ _correct __ 3 _ _
Precision = (200 = 5 = 0.5 = 50.0%

Recall = e = 2 = 0.429 = 42.9%

_ __ o . _precision-recall __
F1-Measure = 2 precision+recall —
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Precision, Recall, F-Measure: Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

el __ _correct __ 3 _ _
Precision = (200 = 5 = 0.5 = 50.0 %

Recall = e = 2 = 0.429 = 42.9%

F1-Measure = 2 - precision-recall __ 9

.5:0.429 0.214 __ o
precision+recall — 2. 0.920 — 0.461 =
46.1%

0.5-0.
" 0.510.429 — 0.
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Precision, Recall, F-Measure: Problem

Hypothese:
airport security Israeli officials are responsible

Referenz:
Israeli officials are responsible for airport security

Precision =
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Precision, Recall, F-Measure: Problem

Hypothese:
airport security Israeli officials are responsible

Referenz:
Israeli officials are responsible for airport security

Precision = 100.0 %
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Precision, Recall, F-Measure: Problem

Hypothese:
airport security Israeli officials are responsible

Referenz:
Israeli officials are responsible for airport security

Precision = 100.0 % — word order does not matter
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Word Error Rate (WER)

wEK

Minimal edit distance (Levenshtein distance) of hypothesis to

reference translation:

min(substitutions + insertions + deletions
WER = ( )

ref length

UL\'\Q (f ——— cedey e

(AW
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Word Error Rate (WER): Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

__ min(substitutions + insertions + deletions) __
WER = ref length -
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Word Error Rate (WER): Example

Hypothesis:
Israeli officials responsibility of airport safety

Reference:
Israeli officials are responsible for airport security

__ min(substitutions + insertions + deletions) __ 4 __ _
WER = s et =34=0571=571%
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Word Error Rate (WER): Problem

Hypothesis:
This airport’s security is the responsibility of the Israeli security
officials

Reference:
Israeli officials are responsible for airport security
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Word Error Rate (WER): Problem

Hypothesis:
This airport’s security is the responsibility of the Israeli security
officials

Reference:
Israeli officials are responsible for airport security

WER >100 %
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Word Error Rate (WER): Problem

Hypothesis:
This airport’s security is the responsibility of the Israeli security
officials

Reference:
Israeli officials are responsible for airport security

WER >100 % — cares too much about exact sequence of words in
the reference
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Translation Error Rate' (TER)

TEKR

TER (Snover et al., 2006) is WER with a twist: moving an entire phrase
(phrasal shift) counts as 1 edit operation.

'Also known as Translation Edit Rate.
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Bilingual Evaluation Understudy (BLEU)

BLEU (Papineni et al., 2002) is by far the most popular evaluation
metric for translation quality. Core ideas:

e compute ngram overlap of the hypothesis with multiple
reference translations®

« No recall; compensated with a {Brevity Penalty» @
o final value is a weighted geometric mean o ‘
(usually n=1,2,3,4).

e computed for a corpus, not a single sentence, otherwise ngram
precision for high orders (e.g. n=4) would be 0 most of the time

'Actually, we often use only one reference.
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BLEU: Brevity Penalty

ref length
BP = min| 1.0 1l—-—
min (  €XP < hyp Iength) )

¢ «punish» if hypothesis is shorter than reference

o multiple references: use the length of the reference that is
closest to hypothesis length (s. Koehn, 2010, S. 227)
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BLEU: Brevity Penalty

BP = min| 1.0,exp| 1

In [175]:
Out[175]:

In [176]:
Out[176]:

In [177]:
Out[177]:

In [178]:
Out[178]:

In [179]:
Out[179]:

In [180]:

Out[180]

ref length

1.0

0.8187307530779819

0.6703200460356393

5.602796437537268e-09

1.0

: 1.0

brevity_penalty(hyp_length=5.

brevity_penalty(hyp_length=5.

brevity_penalty(hyp_length=5.

brevity_penalty(hyp_length=5.

brevity_penaltyChyp_length=6.

brevity_penalty(hyp_length=7.

»

B hyp length

ref_length=5.)
ref_length=6.) \L
ref_length=7.)
ref_length=100.)
ref_length=5.)

ref_length=5.)
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BLEU: ngram precision

N =%
o (T N,

¢ N: highest ngram order (usually 4) >\ 3
e n:ngram precision of ngram order n

=

e \p: weight of ngram precision of order n (usually 1.0)
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BLEU

O,

/l
BLEU :\BP\ P \

ref-lange N L
=min| 1.0,exp| 1 — - g . H Anbn
hyp-lange ol

— _J ¢ _
@P NSO~

Er\QCfc f[a/\
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams:
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible)
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams:

40/52



BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible)
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — ps = 4/5

3-grams:
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — ps = 4/5

3-grams: {airport-security-sraeli) {security-sraeli-officials) (Israeli

officials are) (officials are responsible)
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — ps = 4/5

3-grams: {airport-security-sraeli) {security-sraeli-officials) (Israeli

officials are) (officials are responsible) — p3 = 2/4

4-grams:
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — ps = 4/5
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(Israeli officials are responsible)
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — ps = 4/5

3-grams: {airport-security-sraeli) {security-sraeli-officials) (Israeli

officials are) (officials are responsible) — p3 = 2/4

4-grams: {ai v ki officials) | v i offcial ;

(Israeli officials are responsible) — p4 = 1/3

Brevity Penalty:
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Refrence:
Israeli officials are responsible for airport security

1-grams: (airport) (security) (Israeli) (officials) (are) (responsible) — p; =
6/6

2-grams: (airport security) {seeurity-lsraeli) (Israeli officials) (officials
are) (are responsible) — py =4/5

3-grams: {airport-security-sraeli) {security-sraeli-officials) (Israeli

officials are) (officials are responsible) — p3 = 2/4

4-grams: fai v ki officials) | v i offcial ;

(Israeli officials are responsible) — p4 =1/3

Brevity Penalty: min(1.0,exp(1 — Z)) = 0.846
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BLEU: Example

Hypothesis:
airport security Israeli officials are responsible

Reference:
Israeli officials are responsible for airport security

1
BLEU =BP - (p1 - p2 - p3 - p4)4

( = often reported as 51.1, as percent value.)
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BLEU: Several References

For several references,
e an n-gram is covered if it appears in any reference (but note
clipping)
e brevity penalty is

o the one reference length that is closest to the hypothesis length

« or the shorter length, if two references (e.g. 9, 11) have the same
distance to hypothesis length (e.g. 10)
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BLEU: Clipping

Hypothesis:
are are are are are are are

Reference:
Israeli officials are responsible for airport security

every ngram counts as correct only as often as it appears in the
reference
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BLEU: Clipping

k, <
Hypothesis: C l F l !
are are are are are are are

Reference:

Israeli officials are responsible for airport security

every ngram counts as correct only as often as it appears in the
reference

— 1-gram precision is 1/7, instead of 7/7!
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BLEU: Clipping - Example

Hypothesis:
the the the the the the the

Reference 1:
the cat is on the mat

Reference 2:
there is a cat on the mat

1-gram precision p; =
2-gram precision py =
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BLEU: Clipping - Example

Hypothesis:
the the the the the the the

Reference 1:
the cat is on the mat

Reference 2:
there is a cat on the mat

1-gram precision p; = 2/7
2-gram precision py =
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BLEU: Clipping - Example

Hypothesis:
the the the the the the the

Reference 1:
the cat is on the mat

Reference 2:
there is a cat on the mat

1-gram precision p; = 2/7
2-gram precision po = 0/7
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BLEU: Problems

« lIgnores relevance of words

Some words are vital in a translation, others unimportant; with
BLEU all have the same weight

o Example:

o Reference: «gave it to Trump»

o Hypothesis «gave it at Trump» gets a worse score than «gave it to
rhododendron»

BLEU value is very context-dependent

value depends on things like number of references, language,
domain, preprocessing steps such as tokenisation etc.

As MT gets better, BLEU becomes more inadequate
Is BLEU still the way to go for NMT?

see also Callison-Burch et al., 2006
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METEOR

METEOR (Banerjee and Lavie, 2005) is a popular alternative (or
complementary) to BLEU

o idea: recall is more important than precision to make sure
meaning is covered in the translation
¢ Alignment of words in hypothesis and reference
o 3-step matching:
« surface form; or else
« stem (via stemming) with penalty; or else

« semantic class (via Wordnet) with penalty; or else
¢ no matching possible
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METEOR: Problems

« many hyperparameters (e.g.. weights for stem and synonym
matches)

¢ more complicated computation than BLEU

o language-dependent: needs stemmer and synonym list for every
language

e compute-intensive (alignment, stemming, synonym lookup)
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4, Summary
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Overview: Manual Evaluation
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Overview: Automatic Evaluation
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