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Topics of today

• training data for machine translation 
systems

• learn how text is processed
• before training and translation 

(preprocessing)
• after translation (postprocessing)



Training data

The European Community had
already agreed to phase out CFCs
by 1997 and hoped that other
countries would do the same.

The Protocol should be amended to
reflect that situation.

But that was not enough.

The Technology and Economics
Assessment Panel should be asked
to assess the implications of phasing
out halons, carbon tetrachloride and
methyl chloroform also by 1997.

La Comunidad Europea ya había
convenido en suprimir los CFC para
1997 y confiaba en que otros países
hicieran lo mismo.

El Protocolo debía enmendarse para
reflejar esa situación.

No obstante, eso no bastaba.

Se debería pedir al Grupo de
evaluación técnica y económica que
evaluara las repercusiones de la
supresión gradual de los halones, el
tetracloruro de carbono y el
metilcloroformo también para 1997.



Where do people get data?

• researchers: freely available corpora -
some even need to be translated & public 
by law

• companies: may have proprietary data, or 
crawl the web

Euro part UN JRC
Open subtitles

Autodesk Google Amazon



How much data?

• Rule of thumb: 10m (million) sentence 
pairs for “reasonable” performance

• commercial, general-domain systems 
have > 100m sentence pairs

Google
Translate



Splitting data into three parts
totals 10h

train develop test
mentl
validation

5996 Eff 2000



SMT and NMT systems use training data

But only after preprocessing!



Train only after preprocessing
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Translation: only after preprocessing (+ 
postprocessing!)

ohne
pre

order
postprocessing



Pre- and postprocessing in pictures

rain.de tftesttextT
T
PREPROCESSING F

TRAINING TRANSTATIONTIT
postPROCESSING



Typical preprocessing steps (order important)

• normalization
• tokenization
• a method to improve casing



Normalization

• lump together different unicode 
characters that are similar

• remove non-printing characters
• check encoding

I g

y



Example for a normalization function



Tokenization

• purpose: make sure that whitespaces can 
be interpreted as token boundaries

• note: in MT numbers, punctuation etc. are 
tokens, too and are not removed! WHY?

2

Haus
Haug
white space



Example for tokenization function



Tokenize an example sentence2 Haushumaner
my script

Moses tokenizer

Fr V etc X



Casing

Purpose of casing: make sure case of 
characters in words is consistent

Known casing methods are
• truecasing
• recasing
• selfcasing

3

Haus haus Haus haus

most frequent casing
2nd translation system

for casing



Truecasing

• idea: reduce all words to their most 
frequent case

• trains a truecasing model on training 
data

• training means: count how often each 
word occurs (simple!)

Haus 17361 Haus 37



Example for truecase function



Truecase an example sentence



Summary Preprocessing

• several processing steps are applied 
before training and before translation

• typical steps are:
• normalization
• tokenization
• casing (most common: truecasing)

• steps must be identical for training and 
translation

Haus
Haus



Postprocessing steps

• which steps and order depends on 
preprocessing:

• postprocessing undoes preprocessing 
steps

normalize

iii
I

iii



Restore original casing

• for truecasing very simple; for Western 
languages typically uppercase first letter 
in a sentence

e f

was fair ein Haus
0k was tier ein Haus
tree was for ein Haus

what a house

detru What a house



Detokenization

• Remove unnatural whitespace

was fair ein Haus
0k was tier ein Haus
tree was for ein Haus

what a house

detru What a house

detok What a house



Summary Postprocessing steps

• postprocessing undoes preprocessing 
steps, in reverse order



Depends heavily on languages involved!

• actual processing steps depend on the 
languages

• examples: some languages do not use 
whitespace, languages have different 
alphabets

tokeniXzation Vsegmentation

transliteration BPE



Languages like Thai need segmentation



Practial tips

• do not reinvent the wheel, there are 
standard implementations of pre- and 
postprocessing

• save and look at intermediate steps to 
debug

cat train.de | normalize.py | tokenize.py |
truecase.py > train.tc.de



Summary

• MT systems need at least on the order of 
10m sentence pairs to perform well

• at the periphery of training and translation
• text is preprocessed before training and 

translation
• text is postprocessed after translation

SMT Am NUT tom



Next time: statistical machine translation (SMT)


