
Institute of Computational Linguistics

Machine Translation

13 Applications

Mathias Müller

 

Il Il



Last time



Exam questions

• On May 28, we will have an exam Q&A

• Until May 28, please post on OLAT:

Exam question that would be fair in 
your opinion

• We will discuss exactly those questions 
that day. 



Topics of this lesson

Outcomes:
• LVB outcome
• Exercise 5 competition outcome!

Current NMT:
• WMT19 manual evaluation
• Recent advances that improve NMT theosw
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Mehrfach gewünschte Verbesserungen:
• Ausführlichere Slides
• Mehr Einführung in Tensorflow
• Mehr Praxisbezug
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Exercise 5 Competition



Winners (BLEU)

1. Sarah Kiener (16.5)
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Winners (BLEU)

1. Sarah Kiener (16.5)

2. Eva Bühlmann (15.8)



Winners (BLEU)

1. Sarah Kiener (16.5)

2. Eva Bühlmann (15.8)

3. Benjamin Suter (15.5)
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Tied for first place! (Student Satisfaction)

1. Dominik Martinez (100.00)
Nicolas Spring (100.00)

Employees of
the month

Fitz
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WMT19 Human Evaluation

c
Matt Post



WMT19

• WMT is the most important conference on 
machine translation

• Most prestigious shared task: news translation



WMT19 human evaluation campaigns

This year, there are 3 human evaluation 
campaigns:
• Reference-based, segment-level evaluation 

on AMT, by crowd workers

• Source-based, document-level evaluation 
on Appraise, by reseach teams

• Reference-based, segment-level 
evaluation on Turkle, by research teams
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Segment-level vs. document-level
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Segment-level, reference-based campagin

Currently running at 
https://wmt19.waypost.net
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Current NMT



Recent advances that make NMT work well

Broad categories:

1) Architecture changes: deeper models,
non-recurrent models

2) Regularization techniques: dropout, 
residual connections, label smoothing, 
layer normalization, weight tying

3) Data augmentation: back-translation



Non-recurrent encoder-decoder models

There are non-recurrent NMT models:

• convolutional models: use convolution 
layers, like image recognition 

• self-attentional or (“Transformer”) 
models: use feed-forward networks only

FB 2017



Transformer models

http://jalammar.github.io/illustrated-transformer/



Transformer models

http://jalammar.github.io/illustrated-transformer/
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Regularization techniques

Definition:
Place additional constraints on model 
parameters or training procedure.

Example:
Dropout, very universal regularization 
technique
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Data augmentation

Definition: 
Create more training data in a clever 
way

Example for NMT: Back-translation



Back-translation
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Back-translation
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Summary

• WMT19 News translation task evaluation: 
human evaluation for all submitted systems

• What makes current NMT work well are new

• Architectures, e.g. Transformers
• Regularization, e.g. Dropout
• Augmentation, e.g. Back-translation



Recommended software

My personal recommendation: work with

daikon    Sockeye

• Well-written, open-source toolkit
• Good documentation
• Fast, and high engineering standards
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Further reading / links

• Look at instructions for WMT 19 human evaluation:
https://github.com/bricksdont/WMT19RefDA

• Sockeye: https://github.com/awslabs/sockeye/
• Deeper models paper:

https://arxiv.org/abs/1707.07631
• Dropout paper:

http://jmlr.org/papers/volume15/srivastava14a.old/srivastava14a.pdf
• Backtranslation paper:

https://arxiv.org/abs/1511.06709
• Convolutional NMT paper by Facebook:

https://arxiv.org/abs/1705.03122
• Self-attentional, Transformer model paper:

https://arxiv.org/abs/1706.03762
• The illustrated Transformer:

http://jalammar.github.io/illustrated-transformer/
• The annotated Transformer:

http://nlp.seas.harvard.edu/2018/04/03/attention.html
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Next time


