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Topics of Today

• linear algebra concepts, such as 
vectors, or dot products

• Python library numpy, most important 
functions

• differential calculus concepts, such as 
slope, rate of change, derivative





Why math topics

• linear algebra because most 
computation in NMT sytems is tensor 
manipulation

• differential calculus because learning in 
neural networks is guided by the 
derivatives of functions

only NUT
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Linear Algebra

Concepts we will cover:
• objects: scalars, vectors, matrices, 

tensors

• operations defined on objects: element-
wise, dot product, sum, (norm, …)

addition



Objects
Notation Examples
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Row vectors vs. column vectors
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Objects

• all objects are a kind of tensor

• all operations operate on tensors

defined only for vectors



Tensor Operations

• important operations are

• element-wise operations

• aggregate operations
raft 3 C 3

is 21



Element-wise addition and multiplication
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Sum of tensor elements
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Vector-vector multiplication: dot product
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Vector-vector multiplication: dot producta ipnx sorryt
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Matrix-vector multiplication: right M C l Z 3
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Matrix-vector multiplication: left
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Matrix-matrix multiplication
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Summary tensor-tensor-multiplication

ME IN AB
rows of N columns of A

shape columns of M
rows of E columns rows of B

constraints of J

row matrixresult type column
vector vector
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result in N
dimensions M columns
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numpy

• library for scientific computing

• knows tensors, but calls them arrays

• implements plenty of array operations

python

pip install humpy



In numpy, tensors are arrays

• how to construct an array

• array has a shape

• elements in array have a data type

import numpy as np array RJ 3,41

a up array 42,3

g
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np.int 32



Important functionality in numpy

Research the following topics:
a) how to generate an array with random 

numbers, with a specific shape and 
dtype

b) how to add two arrays element-wise
c) how to compute a matrix-vector right 

multiplication
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Important functionality in numpy

a)

b)

c)

row column vectors Of
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Summary Numpy

• numpy can represent arbitrary tensors as 
arrays

• efficient implementations of very many 
tensor operations
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Calculus:
Intuitions about Derivatives

differential



A single-input, single-output function
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How functions change as the input changes
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Derivative of a function

• For a very small change in x, how does y 
change?
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instantaneous
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Derivative at a point as slope of the tangent line
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Derivative at a point versus function that 
returns the derivative of another function
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Intuition for how derivatives relate to machine 
learning

Training set Error Function
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Intuition for how derivatives relate to machine 
learning



Overall Summary

• linear algebra defines important tensor 
objects and operations

• numpy implements all those objects and 
operations

• derivatives are about instantaneous rate 
of change and its direction



Recommendations for further reading / learning

• Khan Academy videos on linear algebra and single-
variable differential calculus are superb:
https://www.khanacademy.org/

• Matrix multiplication visualized by Eli Bendersky:
https://eli.thegreenplace.net/2015/visualizing-matrix-
multiplication-as-a-linear-combination/

• Introduction to Linear Algebra, Gilbert Strang.
• Numpy Tutorial by Justin Johnson for cs231n:

http://cs231n.github.io/python-numpy-tutorial/#numpy
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