
Institute of Computational Linguistics

Introduction to Machine Learning

Lesson 5
Mathias Müller, Phillip Ströbel

 



Now

• Feature extraction
• Feature extraction and preprocessing for text



Features?

• Features represent objects
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Feature extraction
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Why is raw text not a good representation?

• (What are good features, then?) CONEYcorpora
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Kinds of features from text

Based on counts:
• word counts
• ngram counts
• TF/IDF counts

after preprocessing!
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Kinds of preprocessing for text features

• normalization
• tokenization
• lemmatization? stemming?
• some linguistic analysis?
• stopwords

Wcs arenHIO

earring 405 tags
function words

DET WN ayMµww ffB
list

fhelga.me oflliflirswfa1gamelofererlashhgl learning

the anemia at worth 44485mm civ
Never shof learning cemmatisation

we



Frequency counts (“vectorization”)

• count how often each word appears in a text
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TF/IDF vectorization

• importance weighting for frequency counts
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TF

• how often a term occurs in a document
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IDF

• inverse of how many documents contain the 
term
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TF/IDF scores

• multiply TF and IDF
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TF/IDF (cont.)



Sequential nature / order preserving

• count features discard ordering
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n-grams
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Summary

• Feature extraction is a necessary step for text 
data

• text is frequently normalized as a 
preprocessing step before extracting features

• vectorization is a common feature extraction 
technique



Practical

• Notebook 5.ipynb


