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Spatiotemporal activity patterns in three-dimensionally

organized cellular networks are fundamental to the function

of the nervous system. Despite advances in functional imaging

of cell populations, a method to resolve local network activity

in three dimensions has been lacking. Here we introduce a

three-dimensional (3D) line-scan technology for two-photon

microscopy that permits fast fluorescence measurements from

several hundred cells distributed in 3D space. We combined

sinusoidal vibration of the microscope objective at 10 Hz with

‘smart’ movements of galvanometric x-y scanners to repeatedly

scan the laser focus along a closed 3D trajectory. More than 90%

of cell somata were sampled by the scan line within volumes of

250 lm side length. Using bulk-loading of calcium indicator, we

applied this method to reveal spatiotemporal activity patterns

in neuronal and astrocytic networks in the rat neocortex in vivo.

Two-photon population imaging using 3D scanning opens the

field for comprehensive studies of local network dynamics in

intact tissue.

Proper functioning of any organ relies on the coordinated
activity of its cellular constituents, which typically are organized
in 3D networks. Network dynamics is particularly important in
the brain where highly interconnected populations of neurons
and glial cells form excitable circuits that subserve sensory proces-
sing, memory formation and generation of motor commands.
However, experimental methods to directly measure local network
activity in the intact brain have been limited. Intracellular in vivo
recordings have been obtained from pairs of cells at most1.
Extracellular multielectrode recordings permit simultaneous
recordings from hundreds of neurons2, but samples are taken
from widely distributed populations with poorly defined cell
types and spatial relationships. Alternatively, optical microscopy
allows functional imaging of local network dynamics with
cellular resolution. Recent advances in two-photon–excited
fluorescence laser-scanning microscopy (2PLSM)3–5 and new
population-staining methods6,7 now permit in vivo measurements
of spatiotemporal activity patterns in neuronal and glial
networks6–10. Although 3D maps of activity can be built up for
reproducible stimuli using sequential measurements at different
focal depths11,12, single-trial imaging so far has been restricted to

two dimensions with rather arbitrary subsets of cells in the local 3D
network sampled.

Extending population measurements to three dimensions is
difficult because scanning technology usually necessitates a com-
promise between temporal resolution and the size of the measured
area or volume. On long time scales (minutes to days) the
acquisition of time series of image stacks is sufficient to study
morphological plasticity13. Depending on the number of planes,
the temporal resolution of such four-dimensional time-lapse
imaging14 is typically limited to less than 0.1 Hz because stepwise
focal-plane changes are slow. Using continuous movement of the
microscope objective, acquisition rates of 0.4 Hz could be
achieved15. To resolve neuronal activity patterns, however, a higher
temporal resolution is required. For example, spike-pattern
detection based on action potential–evoked calcium transients
requires acquisition rates of Z10 Hz because somatic calcium
transients typically decay with a time constant of a few
hundred milliseconds10.

How can one achieve sufficiently fast volume imaging of large
numbers of cells? The key technology is to provide fast scanning
along the optical axis. Such z-dimension scanning has been
implemented using various devices, including piezoelectric focus-
ing elements16, variable-focus lenses17, deformable mirrors18 and
special arrangements of acousto-optical deflectors (AODs)19. None
of these approaches has led to 3D network imaging yet. Here we
present a 3D imaging approach based on piezoelectrically induced
mechanical vibration of the microscope objective. The basic idea is
to perform a 3D line-scan that passes through as many cell bodies as
possible. Our approach is simple, uses commercially available
components and is generally applicable. We demonstrate in vivo
calcium imaging from several hundred cells with 10-Hz temporal
resolution, and visualize 3D population activity in local networks of
neurons and astrocytes in the neocortex.

RESULTS
3D laser scanning
The principal idea for rapid volume scanning is to create a 3D
trajectory that is repeatedly scanned by the laser focus and
optimized for sampling as many cell bodies as possible. We
implemented 3D line-scanning in a custom-built 2PLSM using
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two standard galvanometric scan mirrors for x-y scanning and a
piezoelectric focusing element for z scanning (Fig. 1a). Driving the
piezo element with a sinusoidal voltage induced mechanical vibra-
tion of the microscope objective along the optical axis (Fig. 1b). At
10 Hz and using a 40� water immersion objective, we were able to
achieve amplitudes of 200–300 mm easily. Depending on the
frequency and the load (that is, the objective type) adjustments
of the drive signals were necessary to compensate for amplitude
reduction and phase shift (see SupplementaryMethods online; full
frequency curves are available in Supplementary Fig. 1 online).

Matched to the sinusoidal movement of the objective, we
calculated appropriate driving signals for the x-y scanners to create
a 3D trajectory. In the simplest case, we used a spiral pattern in the
x-y plane (Fig. 1b,c). To directly relate 3D–line-scan data to a
previously acquired reference image stack, we always reconstructed
the actual scan pattern from the position feedback signals provided
by the galvanometers and the piezo element. The line generation
algorithm ensured that scan points were equidistant in 3D space
and that the pixel dwell time was constant for the entire scan
line (typically 10 ms; see Supplementary Methods). As a result,
lateral steps in the x-y plane had to be largest at the upper and lower
limits of the sinusoidal vibration where the velocity of the
microscope objective is smallest. The 3D-line-scan pattern was
directly visualized by video imaging (Fig. 1d and Supplementary
Video 1 online).

Light scattering in biological tissue reduces two-photon excita-
tion with focal depth20,21. Depending on the scattering properties
of the sample, we therefore compensated excitation loss during 3D
laser scanning by automatically adjusting the average laser power
according to the focal depth using a Pockel’s cell (Fig. 1b and
Supplementary Methods). For neocortical tissue we assumed an
exponential decrease with a scattering length of 200–250 mm20,21.

3D scanning modes
Our goal was to permit measurements from cell bodies distributed
in 3D space. We therefore implemented various modes of 3D laser
scanning and tested their volume scanning properties (Fig. 2).
First, we used different analytical functions for x-y scanning,
resulting in spiral, square-spiral or Lissajous patterns, respectively
(Fig. 2b and Supplementary Methods). Scan density and the
number of x-y scan-pattern repeats per sinus period of the
objective’s motion were chosen to optimize volume coverage.
A 1801-phase jump in the x and y command signals at upper and
lower z-limits ensured that the maxima of lateral scanning were
interleaved for downward and upward movement of the objective
(Fig. 1b). As a second alternative method, we devised a user-
defined 3D scanning mode (Fig. 2b). In this mode multiple points
of interest (for example, fluorescent beads or cell somata) were
selected from the previously acquired reference stack. After appro-
priate sorting of the selected points, a smooth and continuous 3D
scan line passing through all points was calculated (Supplementary
Fig. 2 online). In contrast to the analytical modes, which used
constant pixel dwell time and 3D pixel distance along the entire
scan trajectory, the user-defined approach generally required piece-
wise scanning of the trajectory with intermittent segments of
decreased or increased velocity (Supplementary Fig. 3 online).

We evaluated the stability of 3D laser scanning using 10-mm
fluorescent beads embedded in agarose (Fig. 2a). We chose the
density of the beads (32,000 ± 2,000 beads/mm3; n ¼ 3; mean ±
s.d.) to be in the range of cell densities in the rat neocortex. Using a
40� water-immersion objective, we acquired 3D line-scans at
10-Hz repetition rate within volumes of 200–300 mm side length.
Comparison of 3D–line-scan fluorescence signals with the
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Figure 1 | Principle of 3D laser scanning. (a) Two-photon microscope setup

for 3D line-scanning. Galvanometric scan mirrors were used for x-y scanning.

A piezoelectric focusing element induced sinusoidal vibration of the objective

along the optical axis (z axis). (b) Lateral x-y position signals (top) during

one cycle of the objective’s z-motion (middle). In this example 10-Hz

vibration and a spiral pattern in the x-y plane were used. For automatic

intensity adjustment, light transmission through the Pockel’s cell

was modulated during each cycle according to focal depth (bottom).

(c) Reconstruction of the 3D scan trajectory corresponding to the position

signals in b. (d) Direct visualization of a 3D scan pattern by integrating video

images of the trajectory of a two-photon–excited fluorescence spot in a

fluorescein solution (10� objective). Scale bar, 50 mm.

Figure 2 | Alternative modes for 3D laser scanning. (a) Reference image stack

of 10-mm fluorescent beads embedded in agar. Single beads are shown in

isosurface view (yellow). Additionally, maximum intensity projections of x-y,

x-z and y-z planes are shown. (b) Visualization of spiral (top left), square-

spiral (top right), Lissajous (bottom left) and user-defined (bottom right)

3D scan patterns applied to the volume shown in a. Pixel dwell time and

3D spacing of scan points were the same for all modes (referring only to

relevant segments in user-defined mode). Scale bars, 50 mm. (c) Close-up

view of a single bead and segments of the scan trajectory. Fluorescence

intensities along the scan line were encoded by gray values. Fluorescence

increases were consistent with bead position. Scale bar, 5 mm.
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respective reference stack showed that high-intensity values were
obtained exactly at the positions of the beads (Fig. 2c). Individual
beads could be hit several times by the scan line. For several minutes
of continuous recording the intensity distribution of individual
bead pixel showed a noise level comparable to that for conventional
raster-scanning, demonstrating that the 3D line-scan was reliably
repeated over time (Supplementary Fig. 4 online).

We next analyzed volume coverage of the different modes. First,
we subdivided the scanned volume (0.25 � 0.25 � 0.2 mm) into
cubes of variable side length and analyzed the fraction of cubes
traversed by the scan line. In spiral, square-spiral and Lissajous
mode, this fraction was about 50% and 90% for 15-mm and 30-mm
cubes, respectively. In user-defined mode, the fraction was consis-
tently smaller (40% and 80%). Second, we evaluated the fraction of
fluorescent beads hit by the 3D line-scan. For spiral and square-

spiral mode this fraction was 71 ± 3.5% and
69 ± 3%, respectively (n ¼ 3). Fewer beads
(44 ± 1.5%) were sampled in Lissajous
mode, which covered the volume less homo-
geneously. Not surprisingly, user-defined 3D
line-scanning sampled the highest percen-
tage of beads (92 ± 3.5%) at the lowest
volume coverage. Because spiral and user-
defined modes were best suited for object
sampling, we further evaluated them for 3D
measurements of cell populations.

We loaded the acetoxymethyl (AM) ester
form of the calcium indicator dye Oregon
Green BAPTA-1 (OGB-1 AM) into cells in
the neocortex of anesthetized rats using the
multicell bolus loading technique6 (Fig. 3a).
We acquired 3D line-scans from volumes of
variable size (up to 250 mm side length)

containing up to several hundred cells and analyzed the fraction
of cells that were sampled (‘hit’) by the trajectory within the total
volume (for spiral mode a cylindrical volume was considered).
High-sampling fractions of more than 90% could be achieved with
both spiral and user-defined mode (Fig. 3b,c). The higher frac-
tion of sampled cells compared to the bead measurements is
explained by the larger diameter of cell bodies. In practice, a dis-
advantage of the user-defined mode currently is the time-consuming
procedure of cell selection. We therefore applied the spiral or square-
spiral mode of 3D scanning to obtain functional measurements of
spatiotemporal activity patterns from cellular networks in vivo.

3D calcium imaging of neuronal- and glial-network dynamics
Bolus loading of calcium indicator results in unspecific staining of
cells within a volume with a diameter of several hundred
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Figure 3 | Sampling of cell populations by 3D laser scanning. (a) In vivo two-photon fluorescence image

of cells in layer 2 of rat somatosensory cortex stained by bolus loading with the calcium indicator OGB-1

AM (left). A 3D view showing five example image planes of a reference image stack overlaid by a spiral

3D scan trajectory (right). Scale bars, 50 mm. (b) Number of cell somata sampled by the 3D scan

trajectory versus total number of somata in the volume covered. Pooled data from several spiral mode

experiments for tissue cubes of different volume. (c) Summary plot of the mean sampling fraction

(mean ± s.d.; n ¼ 34 and 8 for spiral and user-defined mode, respectively) for cell somata in superficial

neocortical layers using spiral and user-defined mode.
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Figure 4 | Signal assignment to cells. (a) Reference image stack from neocortical layer 2 (top). Cells were stained with calcium indicator (green) and the

astrocyte-specific SR101 (red). Dual-stained astrocytes appear yellow. Scale bars, 25 mm. Applied spiral 3D scan trajectory (bottom). Three ellipsoids (green, blue

and yellow) are shown representing the positions and VOIs of three example cell somata selected from the reference stack. (b) Entire set of line-scan raw data

(left). Line-scan segments within the VOIs selected in a were assigned to the corresponding cells (same color code as in a; right). For each cell fluorescence

signals of all sections were averaged revealing the time course of the calcium signal. Stimulation through an extracellular micropipette consisted of several series

of 5 bursts of 10 pulses at 100 Hz (1-s burst interval). Scale bar, 10 s. (c) Enlarged view of neuronal calcium transients evoked in the green cell by five bursts

of 100-Hz pulses. (d) Complete set of cellular calcium signals analyzed as exemplified for the three cells in a and b (left). The bar on the right indicates the

identification of cells using SR101 as neurons (green) or astrocytes (red). Separated plots of calcium signals in neurons and astrocytes (right). Scale bar, 10 s.
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micrometers6. To discriminate neuronal and glial subpopulations,
we additionally applied the red fluorescent dye sulforhodamine 101
(SR101), which specifically stains astrocytes7 (Fig. 4a). For each
experiment, we acquired a reference image stack, from which 3D
coordinates of cell bodies were determined and related to the 3D
scan trajectory (Fig. 4a). We performed volume scanning at 10 Hz
with a 40� water-immersion objective while cells were stimu-
lated with current pulses through an extracellular micropipette
positioned nearby.

A critical issue in our data analysis was to correctly assign
fluorescence signals to the individual cells. Because cells often
were hit multiple times by different segments of the scan trajectory,
the signal-to-noise ratio could be improved by averaging all signal
components from a particular cell. To this end, we defined ellipsoid
‘volumes of interest’ (VOIs) that enclosed the somata of identified
cells based on the reference image stack (Fig. 4a). All segments of
the 3D scan line within each VOI were ‘cut out’ and the respective
calcium signals were averaged (Fig. 4b). We expressed fluorescence
signals as relative fluorescence changes (DF/F) using the minimum

fluorescence (usually from inside a blood vessel) as fluorescence
background. In Figure 4b this approach is exemplified for three
cells in a rather small volume (80 cells in total). Two of the cells were
identified as neurons that were hit 5 and 6 times, respectively. In
response to repetitive electrical stimulation these neurons displayed
summation of rapid calcium transients, which presumably were
evoked by action potentials (Fig. 4c). The third example cell was an
astrocyte that was hit three times and showed a much slower
transient increase in calcium concentration. Based on the SR101
counterstain, two separate plots of the time course of the calcium
signal for all sampled cells were obtained for astrocytic and
neuronal subpopulations (Fig. 4d).

Finally, we aimed to visualize 3D calcium dynamics within the
sampled volume. Figure 5a shows another example of simulta-
neous calcium imaging from neurons and astrocytes in a larger
volume. Most neurons responded reliably to extracellularly applied
stimuli. Note that a large, long-lasting wave of calcium elevation
spread throughout the astrocytic network (Fig. 5a). Using the 3D
visualization software Amira, we schematically represented all cells
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Figure 5 | Visualization of spatiotemporal calcium dynamics in large neuronal and glial cell populations. (a) Neuronal (top) and astrocytic (bottom) fluorescence

signals at the border of neocortical layer 1 and 2 (205 of 208 total cells sampled by 10-Hz spiral 3D scanning). Cells were sorted according to their 3D distance

from the stimulation pipette. For both neurons and astrocytes four example traces are shown for the cells marked by black arrowheads. Stimulation consisted of

several series of five bursts of ten current pulses at 100 Hz (1-s burst interval; red trace). Scale bar, 20 s. (b) Reconstructed 3D calcium dynamics in the cell

populations shown in a. Different lookup tables were used for neurons and astrocytes. Calcium signal snapshots are from the four time points indicated by red

arrowheads (from top to bottom). Note the neuronal responses induced by electrical stimulation and the calcium wave in layer 1. The stimulation pipette is

schematically outlined (yellow: no stimulation; red: stimulation). Scale bars, 50 mm. (c) Similar data from a different rat from the border layer 1/layer 2 with a

sparse stimulation protocol (375 of 458 total cells sampled by 10-Hz spiral 3D scanning). Stimulation consisted of individual pulses (100 ms; 5 mA) delivered at

3-s intervals (red trace). Scale bar, 20 s. (d) 3D reconstruction of calcium dynamics in the cell population shown in c. Snapshots are from the four time points

indicated by red arrowheads. Scale bars, 50 mm.
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at their 3D positions using colored spheres. To each cell (sphere) we
then assigned the entire, color-coded time course of the respective
fluorescence signal (Fig. 5b). Using this approach, the spatiotem-
poral activity pattern could be visualized simultaneously in the
neuronal and glial network. The 3D visualization software per-
mitted inspection of the dynamic patterns from all sides and angles
(see Supplementary Video 2 online). Similar data were obtained in
six experiments using electrical stimulation. In several cases we
also used minimal stimulation by delivering trains of single pulses
(Fig. 5c,d and Supplementary Video 3 online). Although the
signal-to-noise ratio was reduced, we could clearly resolve neuronal
calcium transients that occurred in an all-or-none manner depend-
ing on stimulation intensity. This finding suggests that the sensi-
tivity of our fluorescence measurements is close to single-spike
resolution, which, however, needs to be confirmed by using
simultaneous electrophysiological recordings10.

In another series of experiments we locally injected the GABAA

receptor antagonist bicuculline (2 mM) through a micropipette
(n ¼ 3). This protocol elicited long-lasting spontaneous activity
in superficial neocortical cell populations. Large coordinated
calcium signals occurred in the neuronal population and in some
of the glial cells that were synchronized to seizure-like peaks in the
simultaneously recorded local field potential (Supplementary
Video 4 online).

DISCUSSION
The common model of brain function presumes that sensory
stimuli, internal brain states, as well as motor commands are
represented in the activity patterns of neuronal networks. Most
neural processing occurs in local microcircuits (containing on the
order of several hundred neurons) with long-range interconnecting
transmission lines. The study of local network dynamics thus is
fundamental to neuroscience but requires simultaneous recordings
of large cell populations in the intact brain. Here we introduced a
new laser-scanning technique that allows in vivo calcium imaging
from hundreds of cells in volumes of up to 250 mm side length. This
method for the first time permits functional imaging in three
dimensions, with sufficiently high temporal resolution (10 Hz) to
resolve neuronal responses and reconstruct local network activity.

Spatiotemporal activation patterns in cells or cell populations
have been measured previously using different imaging techniques.
For example, fast camera systems permit calcium imaging from
large cell populations22. Alternatively, multisite recordings are
achieved using various laser-scanning approaches, including reso-
nant galvanometers16, confocal spinning disks23,24, AODs25,26 or
multifocal-beam scanning27. All these methods are limited in so far
as they sample from locations that lie within a two-dimensional
(2D) plane. Owing to the intrinsic 3D organization of most
cellular networks, it is essential to expand the range of optical
recordings to three dimensions by using fast z-dimension scan-
ning16–18. Recently, a scheme for fast 3D laser scanning using
AODs has been proposed19, which is, however, technically demand-
ing and currently limited in terms of optical aberrations
and applicability to 2PLSM. Alternatively, swinging of the micro-
scope objective along the optical axis has been used for fast
x-z imaging16. Here we extended this method to three dimensions
by implementing a full 3D line-scan. In contrast to standard
2D line-scans, which aim at highest temporal resolution, the
goal was here to use a 3D scan trajectory for extensive volume

scanning at acquisition rates comparable to typical frame rates
of 2D imaging systems.

The major advantages of our approach are simplicity, lack of
power losses and optical aberrations, and the commercial avail-
ability of all components. It should be noted, however, that—owing
to the use of mechanical components—deviations from the desired
scan trajectory occur. In our experiments the mean deviation of the
actual from the desired trajectory typically was 1–3 mm, mainly
owing to a small departure of the z-motion from sinusoidal shape.
These deviations were tolerable in our experiments because we
always used the feedback position signals to reconstruct the actual
scan trajectory and assign fluorescence signals to the cells. Only for
the user-defined mode, where specific locations are targeted, it will
be important to further improve scan accuracy, for example, using
predictive scan electronics. Additionally, automatic cell detection in
the 3D reference stack should reduce the time for finding cell
coordinates. Different from 2D imaging, individual cells are
sampled in the 3D modes by line segments that contain only a
few pixels (typically 2–3 pixels for volumes of 250-mm side length;
pixel size 4 mm for 10-ms dwell time). Sparse sampling may
reduce the signal-to-noise ratio, but this problem is alleviated
because most cells are usually hit several times (on average 2.1 ±
0.6 times; n ¼ 580 cells), so that multiple scan segments can be
combined (Fig. 4).

Three-dimensional laser scanning is particularly well suited to
reveal local activity patterns in cellular networks. Compared to
multisite extracellular recordings, which sample widely dispersed
neuronal populations at high temporal resolution2, 3D laser scan-
ning has complementary features, permitting nearly complete
measurements of local network dynamics with well-defined cell
identities and locations. Additionally, neuronal and glial cell
activities can be monitored simultaneously, permitting further
studies on neuron-glial interactions and the potential role of glial
cells in sensory processing28. Further discrimination of cell types
may be achieved using transgenic animals with cell-specific expres-
sion of fluorescent proteins29. Using OGB-1, we recently demon-
strated that two-photon calcium imaging achieves single-spike
sensitivity10. Moreover, instantaneous spike rates can be recon-
structed even at high firing rates12. Here we detected small calcium
transients in response to individual extracellular stimuli, presum-
ably reflecting single or a few spikes, but it remains a challenge to
establish single-spike detection in the entire volume sampled. In the
future, ion concentrations and other physiological variables, such
as membrane potential, neurotransmitter release or enzyme
activity, might be directly read out by genetically encoded
functional indicators30.

In summary, the novel 3D laser scanning technique opens the
field for comprehensive studies of local cellular network dynamics.
The method can be broadly applied to any type of tissue, in which
the coordinated activity of three-dimensionally organized cell net-
works is essential. For neuroscientists 3D laser scanning provides a
new means to reveal principles of neural processing on the level of
microcircuits, for example, within a cortical column, and thus is
most promising to bridge the gap between large-scale and high-
resolution functional imaging.

METHODS
Two-photon microscopy and 3D laser scanning. We used a
custom built 2PLSM with 100-fs laser pulses at 870-nm wavelength
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provided by a Ti:sapphire laser system (Spectra-Physics). We
modulated laser intensity using a Pockel’s cell (Conoptics). We
adjusted beam size with a telescope. We used two galvanometric
scan mirrors (model 6210; Cambridge Technology) for x-y scan-
ning. For rapid z-dimension scanning along the optical axis we
used a piezoelectric focusing element with up to 400 mm travel in
closed-loop mode (P-725.4CD PIFOC, E-665 control electronics;
Physik Instrumente). We acquired fluorescence data through a
water-immersion objective (40� LUMPlanFl/IR; 0.8 numerical
aperture (NA); Olympus) using laser-scanning software custom-
written in the LabView environment (National Instruments).
Special routines for 3D scanning were also custom-written in
LabView (Supplementary Software online). We sampled photo-
multiplier signals at 10 MHz and digitally integrated them over
pixel dwell times.

Rat preparation and fluorescence labeling. All animal procedures
were carried out according to the guidelines of the Center for
Laboratory Animals of the University of Zurich, and were
approved by the Cantonal Veterinary Office. We anesthetized
Wistar rats (16–28 days old) with urethane (1.5 g/kg of body
weight) and made a craniotomy above the somatosensory cortex,
as described previously7,10. We carefully removed the dura and
superfused the exposed cortex with normal rat Ringer (NRR)
solution (135 mM NaCl, 5.4 mM KCl, 5 mM Hepes, 1.8 mM
CaCl2; pH to 7.2 with NaOH). To dampen heartbeat- and
breathing-induced motion, we filled the cranial window with
agarose (type III-A, Sigma; 1% in NRR) and covered it with an
immobilized glass coverslip.

We labeled cell populations in superficial neocortical layers with
a calcium indicator using the multicell bolus loading technique6.
Briefly, we dissolved 50 mg of OGB-1 AM (Molecular Probes) in
DMSO plus 20% Pluronic F-127 (BASF) and diluted this solution
in NRR to a final concentration of 1 mM. We then pressure-
ejected this solution into neocortical layer 2/3 using a micropip-
ette10. Brief application of SR101 to the exposed neocortical
surface resulted in colabeling of the astrocytic network7. For
electrical stimulation, we delivered current pulses (100-ms;
0.1–5 mA) through a glass electrode (B2-mm tip size) placed
near to or within the imaging volume. We included Alexa 594
(20 mM) in the electrode solution for visualization.

Data analysis. From the reference image stack, we identified by
hand the 3D coordinates of all cell somata. Centered on the
cells, we defined ellipsoid VOIs with z diameters twice as large
as the x-y diameters. We chose elongated VOIs along the z
direction to better fit the shape of cell-somata images, consistent
with the poorer microscope resolution in the z direction. We then
compared VOIs to the coordinates of the 3D scan trajectory and
identified all line-scan segments within a particular VOI. We
averaged fluorescence signals from all pixels inside a VOI and
expressed the calcium signals as relative fluorescence changes
(DF/F) after subtraction of a background, which was determined
as the minimum of the mean of all 3D scan points over time
(typically from inside a blood vessel lumen). Analysis routines
were custom-written in LabView (National Instruments). We
visualized scan trajectories as well as network calcium dynamics
using the 3D visualization software Amira (Mercury Computer
Systems). We generated time series of 3D population activity by

assigning cellular fluorescence signals to color-coded spheres using
a PSI file format.

Additional methods. In Supplementary Methods, we provide a
detailed description of the algorithms for generating 3D trajec-
tories in the different scanning modes and of the automatic
adjustment of laser intensity with imaging depth.

Note: Supplementary information is available on the Nature Methods website.
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