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Abstract

In this Master thesis we study gravitational waves from inspiralling eccentric, compact binary
systems. The work covers two main topics. In the first part we write the gravitational waveform
polarization states using Hansen coefficients. These coefficients have been used to study elliptic
motion since 1855 and are defined as the Fourier amplitudes in a series over harmonics of the
mean anomaly. We write the waveform polarizations compactly as a sum over Hansen coefficients
and give explicit expressions up to first post-Newtonian order. As an application we compute
the Fourier transform of the waveform using the stationary phase approximation.

The second part is about the non-linear gravitational wave memory effect. This is a non-
oscillatory, slowly-growing contribution to the gravitational wave amplitude, which would cause a
permanent displacement of test masses in an ideal, freely-falling gravitational wave detector. The
non-linear memory originates from changes in the radiative mass-multipole moments sourced by
the gravitational wave energy flux. Although it is a higher order effect, it affects the waveform
at leading order due to its hereditary nature, which means that the entire past history of the
binary is contributing to the memory. In this work we compute first post-Newtonian correc-
tions to the memory from inspiralling eccentric binaries, thereby extending the leading order
calculations done by Favata [1]. In the low eccentricity limit we provide explicit expressions for
the memory pieces of the spin-weighted spherical harmonic modes and the waveform polarizations.
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3.3.2 1PN-accurate multipole derivatives ḣlm for eccentric binary systems . . . 29
3.3.3 Time derivatives of the memory pieces to 1PN order (m = 0) . . . . . . . 30
3.3.4 Time derivatives of the memory pieces to 1PN order (m 6= 0) . . . . . . . 32

3.4 Memory contributions to the multipole modes . . . . . . . . . . . . . . . . . . . . 34
3.4.1 Numerically integrating the hereditary time integral . . . . . . . . . . . . 34
3.4.2 Analytical solution for radiation-reaction equations . . . . . . . . . . . . . 35
3.4.3 Calculating the hereditary time integral analytically . . . . . . . . . . . . 37

1



3.5 Memory in the waveform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.1 Memory from the inspiral . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.2 Memory from merger and ringdown of binary black holes . . . . . . . . . 41

3.6 Detecting the memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Conclusion 44
4.1 Waveform polarizations in terms of Hansen coefficients . . . . . . . . . . . . . . . 44
4.2 Gravitational wave memory from eccentric binaries . . . . . . . . . . . . . . . . . 44

A Expressions for some Fourier coefficients 46

B PN waveform in terms of Hansen coefficients 48

Bibliography 54

2



1 Introduction

1.1 Preface

In general relativity, gravity is treated as a phenomenon arising from the curvature of spacetime.
The curvature is generated by mass and energy, which are related by the famous formula E = mc2.
The connection between curvature of spacetime and mass and energy is beautifully described by
Einstein’s field equations [2],

Rµν −
1

2
gµνR =

8πG

c4
Tµν . (1.1)

The left-hand side, including the Ricci tensor Rµν and the Ricci scalar R = gµνRµν , describes the
curvature of spacetime determined by the metric tensor gµν , and the right-hand side describes
the matter and energy content in terms of the stress-energy tensor Tµν .

Generally, it is difficult to find solutions to the Einstein field equations. There are a few
exact solutions for highly symmetrical situations, for example the Schwarzschild solution, which
describes spacetime around a spherical, static and non-charged mass distribution [3]. The other
possibilities to solve the field equations are to linearize them for weak gravitational fields, to
make a systematic expansion for small velocities and weak fields or to rely on numerical methods.

In this thesis we will first give a short overview about gravitational waves. We will show how
they appear quite naturally in linearized gravity, explore their polarization states and investigate
their quadrupole nature.

In the second part we will write the polarization states of gravitational waves from an
inspiralling compact binary system in terms of the long known Hansen coefficients describing
elliptic motion.

The third part focuses on a fascinating non-linear effect of general relativity, the gravitational
wave memory effect. We will calculate post-Newtonian corrections to the memory from eccentric
binaries.

1.1.1 Post-Newtonian expansion

The post-Newtonian (PN) expansion in general relativity is used to find approximate solutions to
the Einstein field equations. Based on Newton’s law of universal gravitation, general relativistic
effects are invoked as small perturbations therefrom. It was Einstein himself who first used this
approach to describe the perihelion precession of Mercury [4].

One usually expands the field equations in the small parameter v2

c2
, where v is the velocity of

the matter forming the gravitational field and c the speed of light. The power of this parameter
gives the respective PN order. One can always set the speed of light to infinity and should
recover Newton’s law of gravity and the Newtonian equations of motion. When speaking about
inspiralling compact binary systems, as we will throughout this thesis, the small parameter is

equivalent to x =
(
GMω
c3

)2/3
, where M is the total mass of the binary and ω denotes the binaries

orbital angular frequency. Note that this parameter is dimensionless and gauge-invariant.
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1.1.2 Notation

We will shortly describe some conventions and notation used in this thesis. Usually we will work
with geometrized units G = c = 1, although sometimes we will explicitly write the gravitational
constant G or the speed of light c to indicate dimensions or PN orders.

The flat spacetime metric is assumed to be ηµν = diag(−1, 1, 1, 1). Spacetime indices are
denoted with Greek letters µ, ν, ... and take values 0, 1, 2, 3, purely spatial indices are written
with Latin letters i, j, ... and take values 1, 2, 3. Note that spatial indices can be placed arbitrarily
(hij = hij). The Einstein summation convention is always presumed, so a summation over
repeated indices in a formula is implied. Sometimes, the following abbreviation for the partial
derivative is used: ∂µAν = Aν,µ. A time derivative can be written with an overdot like Ȧµ or an

upper index in brackets A
(n)
µ , indicating the nth-time derivative.

A shorthand notation for symmetrization are brackets (.) around the relevant indices, and
for anti-symmetrization square brackets [.]. To take the symmetric-trace-free (STF) projection of
a tensor, angular brackets 〈.〉 enclosing the relevant indices are used.

Moreover, our conventions on the n-dimensional Fourier transform are

F̃ (k) =

∫
dnxF (x)e−ikx, (1.2a)

F (x) =
1

(2π)n

∫
dnk F̃ (k)eikx, (1.2b)

such that for a function of time the metric signature implies

F̃ (ω) =

∫
dt F (t)eiωt, (1.3a)

F (t) =
1

2π

∫
dω F̃ (ω)e−iωt. (1.3b)

1.2 Gravitational waves

Since general relativity is a relativistic theory it must be causal. Therefore a change in the local
gravitational field can affect a distant observer only after finite time. From this notion, Einstein
inferred that gravitational waves must exist [5]. They can be described as ripples in the fabric of
spacetime and are generated by accelerated masses. Because gravity is such a weak interaction,
it took almost a hundred years until the first gravitational wave signal from a binary black hole
merger was recorded in the LIGO gravitational wave detectors on September 14, 2015 [6, 7]. This
detection opened up the new branch of gravitational wave astronomy, where information about
astrophysical objects and events such as binary neutron stars, binary black holes, supernovae
and the Big Bang are searched for in their respective gravitational wave signals. In 2017, Rainer
Weiss, Barry Barish and Kip Thorne were awarded the Nobel Prize in Physics “for decisive
contributions to the LIGO detector and the observation of gravitational waves” [8].

1.2.1 Linearized gravity

The natural approach to discuss gravitational waves is to work in linearized gravity because they
cause only small distortions in spacetime, at least far away from the sources. In linearized gravity
one introduces a metric in which the components deviate only slightly from the flat Minkowski
metric

gµν = ηµν + hµν , |hµν | � 1, (1.4)
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where one calls hµν the metric perturbation. Employing this metric, we can calculate the Ricci
tensor. In doing so, we only keep terms linear in hµν , higher order terms are discarded. As
a consequence, covariant derivatives reduce to ordinary derivatives and indices are raised and
lowered using the Minkowski metric ηµν . The linear order Ricci tensor is found to be

Rµν =
1

2
(∂ρ∂νh

ρ
µ + ∂ρ∂µh

ρ
ν −�hµν − ∂µ∂νh) , (1.5)

where � = ∂ρ∂
ρ = −∂2

t +∇2 is the flat space wave operator and h = hµµ is the trace of the
metric perturbation. Contracting the Ricci tensor gives the Ricci scalar

R = Rµµ = ∂ρ∂
µhρµ −�h. (1.6)

It is convenient to make a change from the metric perturbation hµν to the trace-reversed
perturbation h̄µν = hµν − 1

2ηµνh. Inserting it into the Ricci tensor and scalar and keeping only
linear terms yields for the left-hand side of the field equations

Rµν −
1

2
ηµνR =

1

2

(
∂ρ∂ν h̄

ρ
µ + ∂ρ∂µh̄

ρ
ν −�h̄µν − ηµν∂ρ∂σh̄ρσ

)
. (1.7)

Since the field equations are generally covariant, we have to choose an appropriate coordinate
system or gauge. In general relativity, gauge transformations are just coordinate transformations.
Such a transformation of the form xµ′ = xµ + ξµ, where ξµ(xν) is an arbitrary vector field whose
derivatives satisfy |∂µξν | � 1, changes the metric perturbation by

h′µν = hµν − 2∂(µξν), (1.8)

and thus the trace-reversed metric by

h̄′µν = h̄µν − 2∂(νξµ) + ηµν∂
ρξρ. (1.9)

If one works on radiation related topics, it is usual to choose a Lorenz type gauge, satisfying the
condition

∂µh̄µν = 0. (1.10)

This is similar to electrodynamics, where the condition reads ∂µAµ = 0 and Aµ is the electro-
magnetic four-potential.

Any metric perturbation can be put into a Lorenz gauge by a coordinate transformation of
the form described above that satisfies

�ξν = ∂µh̄µν = 0. (1.11)

Applying the gauge condition Eq. (1.10) to the left-hand side of the Einstein field equations
Eq. (1.7) will simplify them to

Rµν −
1

2
ηµνR = −1

2
�h̄µν . (1.12)

Therefore the linearized field equations read

�h̄µν = −16πG

c4
Tµν , (1.13)

and in vacuum they reduce to
�h̄µν = 0. (1.14)

The form of this wave equation is again formally equal to the one describing electromagnetic
waves, apart from the fact that we are dealing with a tensor quantity instead of a vector quantity.
Besides, one has to keep in mind that in order to get the wave equation derived here, we had to
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make approximations, whereas in electromagnetism, the wave equation is exact. The solution
to the wave Eq. (1.13) can be obtained using a retarded Green’s function in close analogy to
electromagnetism. It can be written as

h̄µν(~r, t) =
4G

c4

∫
d3r′

Tµν(~r ′, tr)
|~r − ~r ′| , (1.15)

where tr = t− |~r−~r ′|c is the retarded time. Also the interpretation is straightforward to understand,
the disturbance in the gravitational field at (~r, t) is given by the influences from energy and
momentum sources at a point (~r − ~r ′, tr) on the past light cone.

1.2.2 TT gauge and polarizations

For the purpose of studying gravitational waves, we specialize to asymptotically flat vacuum
spacetimes, thus hµν → 0 as r →∞ and Tµν = 0 everywhere. In addition to choose the Lorenz
gauge, one can further specialize the gauge to make the metric perturbation purely spatial
h00 = h0i = hi0 = 0 and traceless h = hii = 0. This also implies that the spatial metric
perturbation is transverse, ∂ihij = 0. If the metric perturbation is put in this transverse-traceless
(TT) gauge, we will write hTT

µν . Furthermore, there is no distinction anymore between h̄µν and
hµν in the TT gauge due to the tracelessness. It is highly convenient to work with the metric in
TT gauge, because it completely fixes the gauge freedom such that hTT

µν carries only physical
information about the radiation. We can define a projection operator Λijkl that extracts the TT
part of a tensor. It is given by

Λijkl = PikPjl −
1

2
PijPkl, (1.16)

where Pij = δij −NiNj .
Likewise, in TT gauge it is straightforward to show that gravitational waves have two

polarizations. Suppose a gravitational wave propagating in z-direction, then hTT
ij = hTT

ij (t− z) is

a solution to the wave equation �hTT
ij = 0. Because of the Lorenz gauge condition ∂zh

TT
zj = 0,

hTT
zj (t− z) must be a constant and in order to satisfy the condition that hµν → 0 as r →∞ this

constant must be zero. The non-zero components of hTT
ij are therefore hTT

xx , hTT
yy , hTT

xy and hTT
yx .

Symmetry and the trace-free condition impose two more relations, such that we are left with two
independent components

hTT
xx = −hTT

yy = h+(t− z), (1.17a)

hTT
xy = hTT

yx = h×(t− z). (1.17b)

These are the two waveform polarizations which comprise the plus- and the cross-polarization.
In Fig. 1.1 (taken from Ref. [9]) the two polarization states are illustrated.

1.2.3 Quadrupole radiation

We will now consider gravitational radiation emitted by a distant, isolated source of non-relativistic
matter. This will lead us to the famous quadrupole formula already developed by Einstein [10].

First we take the Fourier transform of the metric perturbation with respect to time and insert
the general solution (Eq. (1.15)) while changing the integration variable from tr to t. Using once
again the definition of the Fourier transform leads to

˜̄hµν(~r, ω) =

∫
dt eiωth̄µν(~r, t)

= 4G

∫
dtr d

3r′ eiω|~r−~r
′| eiωtr

Tµν(~r ′, tr)
|~r − ~r ′|
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Figure 1.1: The lines of force for the two polarization states of gravitational waves are shown for
a wave propagating in z-direction. The one on the left is purely in the plus-polarization state
while the wave on the right is purely cross-polarized. In both cases the excitations are only in
the plane perpendicular to the direction of propagation. (Figure from Ref. [9])

= 4G

∫
d3r′ eiω|~r−~r

′| T̃µν(~r ′, ω)

|~r − ~r ′| . (1.18)

Employing the fact that the size of the source is small compared to the distance to the observer,
we can make the approximation |~r − ~r ′| ≈ r and write the Fourier transform of the metric
perturbation as

˜̄hµν(~r, ω) = 4G
eiωr

r

∫
d3r′ T̃µν(~r ′, ω). (1.19)

We only need to compute the spatial components of ˜̄hµν(~r, ω) because the Lorenz gauge condition
(Eq. (1.10)) in Fourier space relates the timelike indices to the spatial ones via

˜̄h0ν =
i

ω
∂i

˜̄hiν . (1.20)

Hence, for the evaluation of Eq. (1.19) we take the spatial part of T̃µν(~r, ω) and integrate it by
parts ∫

d3r T̃ ij(~r, ω) =

∫
d3r ∂k(x

iT̃ kj)−
∫
d3r xi(∂kT̃

kj), (1.21)

where the first term is a surface integral which vanishes because the source is isolated. The second
term can be rewritten using the Fourier-space version of the conservation of the stress-energy
tensor −∂kT̃ kµ = iωT̃ 0µ. We continue as follows∫

d3r T̃ ij(~r, ω) = iω

∫
d3r xiT̃ 0j

=
iω

2

∫
d3r

(
xiT̃ 0j + xj T̃ 0i

)
=
iω

2

∫
d3r

[
∂k

(
xixj T̃ 0k

)
− xixj

(
∂kT̃

0k
)]

= −ω
2

2

∫
d3r xixj T̃ 00. (1.22)

In the second line we have used the fact that the left-hand side is symmetric in i and j. Then
we performed again integration by parts and have used the conservation of Tµν . Since T 00 is
nothing else than the energy density, we can recognize the quadrupole moment tensor in the last
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line of Eq. (1.22) which is defined by

Iij(t) =

∫
d3r xixjT 00(~r, t). (1.23)

Therefore we can write the spatial part of the Fourier transform of the metric given in Eq. (1.19)
in terms of the Fourier transform of the quadrupole tensor

˜̄hij(~r, ω) = −2Gω2 e
iωr

r
Ĩij(ω). (1.24)

Transforming this result back to t we find the quadrupole formula

h̄ij(~r, t) =
2G

r

d2Iij
dt2

(tr). (1.25)

For gravitational waves, the leading order contribution comes from changes in the quadrupole
moment of the energy density. This is in contrast to electromagnetic radiation, where the leading
contribution comes from the changing dipole moment of the charge density. A changing dipole
moment corresponds to the motion of the density center. Nothing prevents the center of an
electromagnetic charge density from oscillating, whereas an oscillation of the center of mass in
an isolated system would violate momentum conservation.

1.2.4 Energy loss due to gravitational radiation

In general, there is no true local measure of the energy in the gravitational field. However, in
the weak field limit it is possible to find a stress-energy tensor for the metric perturbations hµν ,
representing the energy in gravitational waves. To do so, we study the vacuum field equations
Rµν = 0 at second order. Expanding the metric and the Ricci tensor to second order,

gµν = ηµν + h(1)
µν + h(2)

µν , (1.26a)

Rµν = R(0)
µν +R(1)

µν +R(2)
µν , (1.26b)

the first and second order vacuum equations are of the form

R(1)
µν [h(1)] = 0, (1.27a)

R(1)
µν [h(2)] +R(2)

µν [h(1)] = 0, (1.27b)

where the notation R
(1)
µν [h(2)] means to take the linear order Ricci tensor given in Eq. (1.5) but

invoke the second order perturbation h
(2)
µν . The term R

(2)
µν [h(1)] denotes the quadratic part of the

Ricci tensor given by

R(2)
µν =

1

2
hρσ∂µ∂νhρσ +

1

4
(∂µhρσ)∂νh

ρσ + (∂σhρν)∂[σhρ]µ − hρσ∂ρ∂(µhν)σ

+
1

2
∂σ(hρσ∂ρhµν −

1

4
(∂ρhµν)∂ρh− (∂σh

ρσ − 1

2
∂ρh)∂(µhν)ρ,

(1.28)

applied to the first order metric perturbation h
(1)
µν . At this point we rewrite the second order field

equations from the form Rµν = 0 to Rµν − 1
2ηµνR = 0. In doing so, we take the terms involving

the second order Ricci tensor to the right-hand side and label them as a stress-energy tensor,
thus

R(1)
µν [h(2)]− 1

2
ηρσR(1)

ρσ [h(2)]ηµν = 8πGtµν , (1.29)

where we have defined

tµν = − 1

8πG

(
R(2)
µν [h(1)]− 1

2
ηρσR(2)

ρσ [h(1)]ηµν

)
. (1.30)
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This expression can be recognized as the gravitational wave stress-energy tensor. Due to the
Bianchi identity, it must be conserved in the background flat space, ∂µt

µν = 0. A problem that
arises is that tµν is not gauge invariant. One way to resolve this problem is to average the
stress-energy tensor over several wavelengths, which we denote by angle brackets 〈.〉.

We are now able to calculate an explicit form of the stress-energy tensor defined in Eq. (1.30)
in terms of the metric perturbation using the expression for the second order Ricci tensor
Eq. (1.28). This calculation is a mess, details can be found for example in the book of Carroll
[11]. To simplify the expressions, it is normally carried out in the transverse-traceless gauge. At
the end one finds:

tµν =
1

32πG

〈 (
∂µh

TT
ρσ

) (
∂νh

ρσ
TT

) 〉
. (1.31)

Note that one often writes the metric perturbations in tµν using purely spatial indices, since in
TT gauge the time components vanish hTT

0ν = 0.

We now want to calculate the rate of energy loss of a system emitting gravitational waves
according to the quadrupole formula Eq. (1.25). The total amount of energy in gravitational
radiation in a given volume is

E =

∫
d3x t00, (1.32)

and the total energy radiated to infinity is

∆E =

∫
dt P, (1.33)

where P is the power given by

P =

∫
dΩ r2t0µn

µ. (1.34)

The normal vector nµ is orthogonal to the surface of the sphere and is therefore the radial unit
vector in spherical coordinates. Thus, the relevant part of the gravitational wave stress-energy
tensor is t0r. It is often more convenient to define the reduced quadrupole moment

Qij = Iij −
1

3
δijδ

klIkl, (1.35)

which is the traceless part of Iij (Eq. (1.23)). Since we are interested in the transverse-traceless
part of hTT

ij , the quadrupole formula still reads

hTT
ij =

2G

r

d2QTT
ij

dt2
(tr). (1.36)

The quadrupole moment depends only on the retarded time tr = t − r, so to calculate t0r
according to Eq. (1.31) we need the expressions

∂0h
TT
ij =

2G

r

d3QTT
ij

dt3
, (1.37a)

∂rh
TT
ij = −2G

r

d3QTT
ij

dt3
− 2G

r2

d2QTT
ij

dt2
, (1.37b)

where we will drop the r−2 term since we are in the radiation zone far away from the source. For
the relevant part of the gravitational wave stress energy tensor we therefore find

t0r = − G

8πr2

〈(
d3QTT

ij

dt3

)(
d3QijTT

dt3

)〉
. (1.38)
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Converting this expression back to non-transverse-traceless form, which involves some messy
algebra, and evaluating the angular integral in Eq. (1.34), the expression for the power becomes

P = −G
5

〈
d3Qij
dt3

d3Qij

dt3

〉
. (1.39)

Since this formula represents the rate at which the energy is changing, the minus sign indicates
that radiating sources are losing energy.

1.2.5 Coordinate system choice

Here we describe the coordinate system and define the polarization triad with which we will
work in the following chapters. We first establish an asymptotically-flat radiative coordinate
system (T,X, Y, Z) where (~eX , ~eY , ~eZ) are spatial orthonormal basis vectors. The corresponding
spherical coordinate system is (T,R,Θ,Φ). In both systems the center-of-mass of the source
marks the origin. If the source is a binary system, the angular momentum points along the
Z-axis and φ is an angle in the orbital plane measured from the positive X-axis.

𝑁

𝑃

𝑍

𝑌

𝑋

𝜙

Θ

𝑄

Figure 1.2: Orientation of unit vectors ~N, ~P , ~Q defining the plus- and cross-polarization waveforms
in the radiative coordinate system (X,Y, Z). The binary’s Newtonian angular momentum defines
the Z-axis and φ is an angle in the orbital plane, measured from the positive X-axis in a
counterclockwise sense. The angle between the direction to the observer ~N and the Z-axis is the
inclination angle Θ.

When computing the independent polarization states of gravitational waves emitted by binary
systems, one needs to choose a convention for the orientation and direction of the orbit. Following
Refs. [12, 13] we choose a triad of unit vectors ( ~N, ~P , ~Q). ~N points from the origin to the
observer, it is given by ~N = ~R/R where R is the radial distance from the source to the observer.
The angle between Z-axis and ~N is the inclination angle Θ of the orbital plane. The unit vector
~P lies along the line of nodes and coincides with the Y -axis and ~Q is defined by ~Q = ~N × ~P . An
illustration is given in Fig. 1.2.
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The plus- and cross-polarization states of gravitational waves are then calculated from the
TT piece of the metric perturbation as follows:

h+ =
1

2
(PiPj −QiQj)hTT

ij , (1.40a)

h× =
1

2
(PiQj + PjQi)h

TT
ij . (1.40b)

Since ~N is given by the direction to the observer, it is quite natural to choose for the remaining
unit vectors: ~P = ~eΘ and ~Q = ~eΦ. Note that this choice is not unique and there exist different
conventions.
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2 Gravitational wave polarizations in terms
of Hansen coefficients

The goal of this chapter is to express the waveform of an eccentric binary inspiral in terms of the
long known Hansen coefficients. First, we describe how the orbital motion is parametrized in the
post-Newtonian formalism. Second, we derive explicit expressions for the Hansen coefficients
valid up to 3PN order. Third, we write the gravitational wave polarizations with these Hansen
coefficients and finally we show how to invoke radiation-reaction and a possibility to transform
the waveform analytically into frequency space.

2.1 Orbital dynamics

2.1.1 Classical Keplerian parametrization

The Newtonian orbital dynamics of a two-body system in an eccentric orbit is specified by the
following parametrization of the components of the separation vector ~r = r(cosφ, sinφ)

r = a(1− e cosu), (2.1a)

φ− φ0 = v = 2 arctan

(√
1 + e

1− e tan
u

2

)
. (2.1b)

Here the angles u and v describe eccentric and true anomaly. The ellipse is further described by
the semi-major axis a, the eccentricity e and some initial angle φ0. The famous Kepler equation

l = n(t− t0) = u− e sinu, (2.2)

links the mean anomaly l to the eccentric anomaly u and determines the temporal evolution
of the auxiliary angles. The mean motion n is given by the orbital period P as n = 2π/P and
t0 is some initial time. Since the orbital motion is fully conservative, the orbital elements a, e
and n can be written in terms of the orbital energy per reduced mass E and the orbital angular
momentum per reduced mass J , the reduced mass being µ = m1m2/M where m1 and m2 are
the masses of the individual components of the binary and M = m1 +m2 their sum:

a = −GM
2E

, (2.3a)

e2 = 1 +
2EJ2

G2M2
, (2.3b)

n =
(−2E)3/2

GM
. (2.3c)

One way to solve the Kepler equation Eq. (2.2) is by writing u− l as a Fourier Series and invoking
Bessel functions of the first kind Js in the computation of the Fourier coefficients (see for example
Eq. (6) in Ref. [14]). The eccentric anomaly can then be written in terms of the mean anomaly
as

u = l +

∞∑
s=1

2

s
Js(se) sin(sl). (2.4)
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2.1.2 PN-accurate quasi-Keplerian parametrization

The most popular approach to incorporate general-relativistic corrections to the dynamics of
compact binaries is the post-Newtonian approximation. Currently, the dynamics have been com-
puted to fourth post-Newtonian order [15]. Surprisingly, it is possible to keep the parametrization
in a Keplerian form when going to higher orders, at least up to the third post-Newtonian order.
At 3PN order the parametrization is given by:

r = ar(1− er cosu), (2.5a)

φ− φ0 = (1 + k)v + (f4φ + f6φ) sin(2v) + (g4φ + g6φ) sin(3v) + i6φ sin(4v) + h6φ sin(5v), (2.5b)

v = 2 arctan

(√
1 + eφ
1− eφ

tan
u

2

)
, (2.5c)

l = u− et sinu+ (g4t)(v − u) + (f4t + f6t) sin v + i6t sin(2v) + h6t sin(3v). (2.5d)

The eccentricity now splits in a radial, angular and time eccentricity (er, eφ, et), ar is some
PN-accurate semimajor axis and k provides the rate of periastron advance per orbital revolution.
These orbital elements appear at 1PN order. At 2PN and 3PN order some more orbital
functions g4φ, g6φ, f4φ, f6φ, i6φ, h6φ, g4t, g6t, f4t, f6t, i6t and h6t are necessary. All those orbital
functions can be written in terms of orbital energy and angular momentum, 3PN-accurate explicit
expressions are given in Ref. [16].

Writing the orbital dynamics of an eccentric two-body system in the above form is usually
referred to as the “generalized quasi-Keplerian” parametrization. An elegant solution to the
3PN-accurate Kepler equation (Eq. (2.5d)) is derived in Ref. [14].

2.2 Hansen coefficients

2.2.1 Definition

The Hansen coefficients are an important tool in analytical methods of celestial mechanics and
are known since the middle of the 19th century [17]. They are used to describe elliptic orbits in
form of an expansion. The Hansen coefficients Xn,m

k are defined as the Fourier coefficients in the
series (r

a

)n
eimv =

∞∑
k=−∞

Xn,m
k eikl, (2.6)

where r is the radial distance, a is the semi-major axis of the ellipse, n and m are integer numbers
and v and l are the true and mean anomaly, respectively. These coefficients can be computed by
the Fourier integral

Xn,m
k =

1

2π

∫ π

−π
dl
(r
a

)n
eimve−ikl. (2.7)

A method to compute this integral can for example be found in Ref. [18]. Various work has been
done concerning the Hansen coefficients, a selection includes the generalization to real n [19],
their analytic properties [20] or their efficient computation [21, 22, 23].

Why are we interested in the Hansen coefficients, when talking about gravitational waves?
The reason is that the gravitational wave polarizations can be expressed as a linear combination
of terms of the form

eijueimφ

rn
. (2.8)

Therefore the Hansen coefficients should appear if the gravitational wave polarizations are written
in terms of the mean anomaly l.
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2.2.2 Newtonian Hansen coefficients

The goal is to compute the Hansen coefficients, which at Newtonian order are just functions of
the eccentricity e. To do this, we start by inserting the radial distance, given in the Keplerian
parametrization as Eq. (2.1a), in the left-hand side of the definition of the Hansen coefficients
Eq. (2.6), (r

a

)n
eimv = (1− e cosu)n eimv. (2.9)

The task is now to write this equation as a Fourier series in terms of the mean anomaly l. In
this form we will be able to recognize the Hansen coefficients.

We start with the term (1− e cosu)n. According to Eq. (41a) of Ref. [14], this expression
can be expanded in a Fourier series over u as

(1− e cosu)n =
∞∑
j=0

b−nj cos(ju), (2.10)

where the coefficients bnj are expressions involving the hypergeometric function 2F1 and are
explicitly given in Appendix A. This series expansion is carefully derived in Ref. [24] and is valid
for negative n. This is not a problem since we are expecting only Hansen coefficients with a
negative n to appear in the expressions for the waveform polarization states.

Since we want the whole expression as a Fourier series in terms of the mean anomaly l, we can
use the Kepler equation to find a Fourier series expansion for cos(ju). This has been computed
in Eq. (29) of Ref. [14] and reads

cos(ju) =
∞∑
s=0

ζjus cos(sl), (2.11)

explicit expressions for the coefficients ζjus are provided in Appendix A. The resulting series
expansion of (1− e cosu)n is therefore

(1− e cosu)n =

∞∑
j=0

A−nj cos(jl), (2.12a)

Anj =
∞∑
k=0

bnkζ
ku
j . (2.12b)

The next step is to write the eimv part of Eq. (2.9) in terms of l. Expanding in a Fourier series
we have

eimv =

∞∑
s=−∞

εmvs eisl, (2.13a)

where the coefficients εmvs come from relating true and eccentric anomaly and are themselves
given by a series,

εmvs =

∞∑
k=0

Emk εkus . (2.13b)

The coefficients Emk are as well just functions of the eccentricity, explicit expressions can be found
in Appendix A.

At this point, we are in the position to put together Eqs. (2.12a) and (2.13a) and write them
as a single series over eikl,

(1− e cosu)n eimv =

 ∞∑
j=0

A−nj cos(jl)

( ∞∑
s=−∞

εmvs eisl

)
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=

 ∞∑
j=−∞

1

2
A−n|j| e

ijl +
A−n0

2

( ∞∑
s=−∞

εmvs eisl

)

=

∞∑
j=−∞

∞∑
s=−∞

1

2
A−n|j| (1 + δj0) εmvs ei(s+j)l

=
∞∑

k=−∞

∞∑
j=−∞

1

2
A−n|j| (1 + δj0) εmvk−je

ikl. (2.14)

In the second line we have converted the cosine series to an exponential one and afterwards
brought together the exponential terms and introduced a new summation index k = s + j.
Looking at the definition of the Hansen coefficients

(1− e cosu)n eimv =

∞∑
k=−∞

Xn,m
k eikl, (2.15)

we can read off the Xn,m
k of Eq. (2.14) and find

Xn,m
k =

∞∑
j=−∞

1

2
A−n|j| (1 + δj0) εmvk−j

=
1

2

∞∑
j=−∞

∞∑
p=0

∞∑
q=0

(
b−np ζpu|j| −

e

2
b−n1 δj0

)
Emq εquk−j , (2.16)

where in the last line we have reinserted the series expansion given in Eqs. (2.12b) and (2.13b).
To check the correctness of our formula, we calculate some Hansen coefficients explicitly,

perform a Taylor expansion in eccentricity and compare the result to another method to calculate
the Hansen coefficients presented in Ref. [18]. They provide an explicit formula as a power series

in β =
(

1−
√

1− e2
)
/e and coefficients involving Bessel functions, which reads

Xn,m
k = (1 + β2)−n−1

s1∑
s=0

 j1∑
j=−s

(
n−m+ 1

s

)(
n+m+ 1

s+ j

)
(−β)jJk−m+j(ke)

β2s, (2.17a)

where s1 and j1 = t1 − s1 are given by

s1 =

{
n−m+ 1 if n−m+ 1 ≥ 0

∞ if n−m+ 1 < 0
, (2.17b)

t1 =

{
n+m+ 1 if n+m+ 1 ≥ 0

∞ if n+m+ 1 < 0
. (2.17c)

As an example we provide the Hansen coefficients X−2,2
2 and X−3,4

−1 expanded in eccentricity up
to O(e12). Both formulas, Eq. (2.16) and Eq. (2.17), yield the same result:

X−2,2
2 = 1− 7

2
e2 +

29

16
e4 − 53

288
e6 +

19

288
e8 +

923

28800
e10 +

207871

8294400
e12, (2.18a)

X−3,4
−1 =

11

3840
e5 +

407

92160
e7 +

4979

1032192
e9 +

333757

70778880
e11. (2.18b)
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2.2.3 Post-Newtonian Hansen coefficients

In the Newtonian case, the orbital phase φ reduces to the true anomaly v (Eq. (2.5c)). At
first post-Newtonian order, the periastron advance k comes in and at higher PN orders terms
proportional to sin(mv) appear in the expression for φ (Eq. (2.5b)).

Due to the periastron advance, φ is clearly not 2π-periodic anymore. This suggests the split
of φ into a term W (l) that is still 2π-periodic in l and a term linear in l, given by λ:

φ = λ+W (l), (2.19a)

λ = φ0 + (1 + k)l, (2.19b)

W (l) = (1 + k)(v − l) + (f4φ + f6φ) sin(2v)

+ (g4φ + g6φ) sin(3v) + i6φ sin(4v) + h6φ sin(5v).
(2.19c)

We can now write eimφ with a term 2π-periodic in l (orbital motion) and one 2π-periodic in the
much longer periastron advance timescale,

eimφ = eimλeimW

= eimleimkleimW

= eimδleimleimW . (2.20)

In the last line we introduced the parameter δl = kl, so that the timescales are clearly separated.
In going to the post-Newtonian framework, the left-hand side of Eq. (2.15) is generalized

from (1− e cosu)neimv to (1− er cosu)neimφ. Therefore in the series expansion of the first term,
the radial eccentricity er appears

(1− er cosu)n =

∞∑
j=0

b−nj cos(ju), (2.21)

such that also the coefficients bnj are functions of er. The further coefficients coming from the
series expansion of cos(ju) are still functions of the time eccentricity et, since u and l are related
via the Kepler equation (Eq. (2.5d)).

The Fourier series expansion of the eimW term,

eimW =

∞∑
s=−∞

PmWs eisl, (2.22)

invokes more coefficients PmWs , they are thoroughly derived in Appendix E of Ref. [14]. Inserting
all series expansion and performing the same steps as in the Newtonian case we find:

(1− er cosu)n eimφ = (1− er cosu)neimW eimleimδl

=

 ∞∑
j=0

A−nj cos(jl)

( ∞∑
s=−∞

PmWs eisl

)
eimleimδl

=
∞∑

s=−∞

∞∑
j=−∞

1

2
A−n|j| (1 + δj0)PmWs ei(j+s+m)leimδl

=
∞∑

k=−∞

∞∑
j=−∞

1

2
A−n|j| (1 + δj0)PmWk−j−me

imδleikl. (2.23)

In this form, we can again recognize the Hansen coefficients as

Xn,m
k =

∞∑
j=−∞

1

2
A−n|j| (1 + δj0)PmWk−j−me

imδl, (2.24)
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which are not constant anymore, but instead are slowly varying over time because of the
dependence on δl. As soon as one goes to post-Newtonian orders, the Hansen coefficients are not
functions of the eccentricity alone anymore. First there are three eccentricities appearing, but
they can be expressed by each other (see Ref. [16] for explicit relations), such that we can work
with only one of them. Here we choose the time eccentricity et. Second the symmetric mass ratio
η appears, which is defined as

η =
m1m2

(m1 +m2)2
. (2.25)

For equal mass binaries its value is η = 0.25. Third the post-Newtonian parameter x occurs and
indicates the corresponding PN order. We provide again the two coefficients X−2,2

2 and X−3,4
−1 ,

expanded in eccentricity to O(e12
t ), but now at first post-Newtonian order:

X−2,2
2 =

[
1− 7

2
e2
t +

29

16
e4
t −

53

288
e6
t +

19

288
e8
t +

923

28800
e10
t +

207871

8294400
e12
t

+ x

(
e2
t (−32 + η) + e4

t

(
69

8
+ η

)
+ e6

t

(
85

16
− 13

48
η

)
+ e8

t

(
34339

4608
− 37

576
η

)

+ e10
t

(
687487

76800
− 691

5760
η

)
+ e12

t

(
18765571

1843200
− 94033

691200
η

))]
e2iδl,

(2.26a)

X−3,4
−1 =

[
11

3840
e5
t +

407

92160
e7
t +

4979

1032192
e9
t +

333757

70778880
e11
t

+ x

(
e5
t

(
− 29

320
+

1

512
η

)
− e7

t

(
217

720
+

821

184320
η

)

− e9
t

(
268531

430080
+

15621

1146880
η

)
− e11

t

(
1342661

1290240
+

7328539

330301440
η

))]
e4iδl.

(2.26b)

Note that we do not expand the periastron precession term, since we do not want to mix terms
varying on the different timescales.

2.3 Waveform

2.3.1 Newtonian waveform

We are now in the position to write the waveform polarization states using the Hansen coefficients.
In quadrupolar, Newtonian order the time-domain amplitudes for the two polarizations h+,×
from an eccentric binary inspiral are adapted from Eq. (23) of Ref. [14] and listed here:

hN
+ =

GM η

2Rc2

x

(1− et cosu)2

{
sin2 Θ

(
−e2

t + 2et cosu− e2
t cos(2u)

)
− (1 + cos2 Θ)

×
[(

4− 3e2
t − 2et cosu+ e2

t cos(2u)
)

cos(2(φ− Φ)) + 4 sinu et(1− e2
t )

1/2 sin(2(φ− Φ))
]}
,

(2.27a)

hN
× =

GM η

R c2

x cos Θ

(1− et cosu)2

{
4 sinu et(1− e2

t )
1/2 cos(2(φ− Φ))

−
(
4− 3e2

t − 2et cosu+ e2
t cos(2u)

)
sin(2(φ− Φ))

}
.

(2.27b)
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In these equations we have employed the convention defined in Section 1.2.5. So the source
direction is specified by (Θ,Φ) and R is the distance from the source to the observer.

As we can see, the waveforms consist of terms (1− et cosu)−2 times a trigonometric function
of φ. We therefore can invoke the series expansion involving the Hansen coefficients. To increase
readability, we set the constant angle Φ = 0. For arbitrary Φ one would have to multiply each
Hansen coefficient Xn,m

j by e−imΦ. Furthermore, there are trigonometric functions of u appearing
in the waveforms. For those we insert the series expansion in harmonics of l explicitly given in
Eq. (A.4). This procedure allows us to write the waveform polarizations compactly as a sum
over harmonics in l,

h+ =
GM η x

c2R

∞∑
s=−∞

Q+
s e

isl, (2.28a)

h× =
GM η x

c2R

∞∑
s=−∞

Q×s e
isl, (2.28b)

where the Q+,×
s are a sum over coefficients εnuj and the Hansen coefficients Xn,m

j and explicitly
read

Q+
s =

∞∑
j=−∞

1

2

{
sin2 Θ et

(
ε−1u
j + ε1uj

)
X−1,0
s−j − (1 + cos2 Θ)

×
[((

2− 3

2
e2
t

)
δs−j,0 +

et
2

(et
2
ε−2u
s−j +

et
2
ε2us−j − ε−1u

s−j − ε1us−j
))

×
(
X−2,−2
j +X−2,2

j

)
− et

√
1− e2

t

(
ε−1u
s−j − ε1us−j

)(
X−2,−2
j −X−2,2

j

)]}
,

(2.28c)

Q×s =
∞∑

j=−∞
i cos Θ

{((
2− 3

2
e2
t

)
δs−j,0 +

et
2

(et
2
ε−2u
s−j +

et
2
ε2us−j − ε−1u

s−j − ε1us−j
))

×
(
X−2,−2
j −X−2,2

j

)
− et

√
1− e2

t

(
ε−1u
s−j − ε1us−j

)(
X−2,−2
j +X−2,2

j

)}
.

(2.28d)

For instance, the coefficient Q+
1 expanded to O(e8

t ) is

Q+
1 = sin2 Θ

(
et
2
− e3

t

16
+

e5
t

384
− e7

t

18432

)
+ (1 + cos2 Θ)

(
3et
4
− e3

t

3
+

37e5
t

1536
− 11e7

t

15360

)
, (2.29)

and can be compared to Eq. (47a) in Ref. [14]. Be aware that their h+,× is defined with an
additional minus sign (Eq. (46)) and they use a trigonometric form instead of an exponential
form, which causes an overall factor of 2.

Note that it is possible to write the Newtonian order waveform with a sum just over the
Hansen coefficients, instead of the two sums in Eqs. (2.28a) and (2.28b). This is because it can
be rewritten in terms of the true anomaly v instead of the eccentric anomaly u. For example
taking the h+ given in Eq. (48) of Ref. [14] in terms of v, we can directly insert the Hansen
coefficients and write

h+ = −GM η

c2R

x

1− e2

∞∑
s=−∞

{
(1 + cos2 Θ)

( (
X0,−2
s +X0,2

s

)
+

5e

4

(
X0,−1
s +X0,1

s

)
+
e

4

(
X0,−3
s +X0,3

s

)
+ e2X0,0

s

)
+ sin2 Θ

(e
2

(
X0,−1
s +X0,1

s

)
+ e2X0,0

s

)}
eisl.

(2.30)

However, it is difficult to extend this form to post-Newtonian orders, because in doing so the
angle φ is not anymore given directly by the true anomaly, but instead the periastron advance
and higher order terms appear.
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2.3.2 Post-Newtonian waveform

Post-Newtonian waveform polarizations can generally be written in the form

h+,× =
GM η x

c2R
H+,×, (2.31a)

H+,× =
∞∑
n=0

xn/2H
(n/2)
+,× , (2.31b)

where the power of x indicates the PN-order. The H
(n/2)
+,× are then given as the series expansions

in terms of the mean anomaly l at the respective order. At Newtonian order we have

H
(0)
+,× =

∞∑
s=−∞

Q+,× (0)
s eisl, (2.32)

where the Q
+,× (0)
s (the zero indicates the PN order) have been derived above in Eqs. (2.28c)

and (2.28d). The next higher order terms, Q
+,× (1/2)
s and Q

+,× (1)
s , are provided in Appendix B,

since the expressions tend to get lengthy.
Notice that the Q+,×

s at Newtonian order are constants, but because they are given in terms
of the Hansen coefficients, they begin to vary slowly on the periastron precession timescale due
to the factor eimδl as soon as one invokes PN corrections.

2.3.3 Radiation-reaction

Since a binary system has a time varying mass quadrupole, according to the quadrupole formula
(Eq. (1.39)) it radiates energy in gravitational waves. This energy is drained from the binaries
orbital energy and angular momentum, which therefore affect the binaries eccentricity and its
semi-major axis. Due to Kepler’s laws, a change in the semi-major axis also affects the frequency.
The equations that govern this process are at leading order given by [25]:

det
dt

= −(GM n)5/3 n η et

15 c5 (1− e2
t )

5/2

[
304 + 121 et

2
]
, (2.33a)

dn

dt
=

(GM)5/3 n11/3 η

5 c5 (1− e2
t )

7/2

[
96 + 292 et

2 + 37 et
4
]
. (2.33b)

They influence the binaries motion at O(c−5) order and are therefore 2.5PN corrections. Looking
at the equations one observes that the eccentricity decreases with time, so the orbit becomes
more and more circular and the orbital frequency n increases.

2.3.4 Fourier transform of the waveform

For the purpose of data analysis of gravitational wave signals measured in detectors, a waveform
model in the frequency domain is desired. The waveforms given above depend on the mean
anomaly l which is directly related to time. To calculate this Fourier transform analytically
is not possible due to the complexity of the time-domain waveform. One could transform the
time-domain waveforms numerically, but this is computationally intensive because the waveform
needs to be sampled at a rate given by the orbital period. Luckily, there is an approximation
called the stationary phase approximation (SPA), which is useful in calculating the Fourier
transform of a function evolving on different time scales. We sketch this approach following Ref.
[26].
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Remembering the formula for the waveform polarizations given in Eqs. (2.28a) and (2.28b),
it can be described in the following form

h(t) = A(t)e−iΦ(t), (2.34)

where h(t) oscillates on the orbital timescale and its amplitude A(t) and frequency evolve on the
slower periastron-advance and radiation-reaction time scales. The Fourier transform of Eq. (2.34)
is given by

h̃(f) =

∫
dtA(t)e−iΦ(t)e2πift =

∫
dtA(t)eiφ(f,t). (2.35)

At a given frequency f , the Fourier integral is dominated by the contributions where the phase is
slowly varying. In the regions where the integrand oscillates rapidly, the contributions are small.
This allows us to define the stationary phase points as the times tSPA where the derivative of the
phase is zero (φ̇(f, tSPA) = 0), which is equivalent to

Φ̇(tSPA) = 2πf. (2.36)

At this point the phase can be Taylor expanded and therefore it is possible to calculate the
Fourier integral analytically. The waveform in the Fourier domain then reads

h̃SPA(f) =

[
2

|Φ̈(tSPA)|

]1/2

A(tSPA)Γ
(1

2

)
ei[2πftSPA−Φ(tSPA)−σπ/4], (2.37)

where σ = sign(Φ̈(tSPA)), Γ(.) is the Gamma function and tSPA is understood as a function of
frequency. Several assumptions need to be satisfied to justify the use of the SPA, which have
been taken for granted here. For example the second derivative of Φ(tSPA) may not vanish, so
that it is sufficient to expand to second order, or that there is a unique stationary phase point.

From this general approach we now move on to the Fourier transform of the waveforms given
in Eqs. (2.28a) and (2.28b). For the sake of convenience we specialize to the Newtonian order
waveforms. The Fourier transform of the waveform polarizations becomes

h̃+,×(f) =
(GM)5/3η

c4R

∫
dt

∞∑
s=−∞

n(t)2/3Q+,×
s (t) ei(snt+2πft), (2.38)

where we have inserted x =
(
GMn
c3

)2/3
. By introducing the effects of radiation-reaction, the

orbital frequency n and the Q+
s , which are depending on the eccentricity, become functions of

time. Expressions for n(t) and et(t) can be found by solving the system of differential equations
given in Section 2.3.3. The mean anomaly is related to time by the definition l̇ = n and therefore

l(t) =

∫ t

t0

dt′ n(t′). (2.39)

The condition for the stationary phase points given in Eq. (2.36) leads to

sn(t) + 2πf = 0. (2.40)

Solving numerically for t gives the time tSPA as a function of f . Having found tSPA, we use
Eq. (2.37) to write the Fourier transformed waveform in the stationary phase approximation as

h̃SPA+(f) =
(GM)5/3η

c4R

∞∑
s=−∞

[
2

|sṅ(tSPA)|

]1/2

n(tSPA)2/3Q+
s (tSPA)Γ

(1

2

)
ei[2πftSPA+sl(tSPA)−σπ/4].

(2.41)
In Fig. 2.1 we took a piece of a waveform in time-domain and Fourier transformed it once

using the stationary phase approximation and once evaluating the Fourier integral in Eq. (2.38)
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Figure 2.1: Fourier transform of a piece of the waveform polarization h+. The h+ in the time-
domain is shown on the left-hand side, at the top in the circular limit and at the bottom with
a low eccentricity. On the right-hand side the Fourier transformed waveforms are displayed,
using two different methods. Once they are obtained using the stationary phase approximation
(SPA) and the other by computing the Fourier integral numerically (NF). The constants in front
of Eqs. (2.38) and (2.41) have been removed, so we just had to set an initial frequency and
eccentricity, (n(0) = 0.015, e(0) = 0.0) in the top row and (n(0) = 0.015, e(0) = 0.1) in the
bottom, a symmetric mass ratio (η = 0.25) and an inclination angle Θ = 0.5.

numerically. We just took the Newtonian expressions for the h+(t) but introduced radiation-
reaction effects, which cause the frequency and amplitude of the h+(t) in time-domain to increase.
Going full post-Newtonian tends to get difficult because of the periastron advance, which would
modify the stationary phase condition in Eq. (2.40) and one would need to distinguish between
different cases. A discussion can be found in Ref. [24].

In the circular limit, only one Q+
s -mode is nonzero, the s = ±2, whereas in the eccentric case

more modes contribute. This can also be recognized in Fig. 2.1, the Fourier transform of the
circular waveform has just one frequency part where it is nonzero, whereas the eccentric one has
several steps.
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3 Gravitational wave memory from eccentric
binaries

The purpose of this chapter is to explain the gravitational wave memory effect and calculate
first post-Newtonian (PN) corrections to the memory from eccentric binary inspirals. We will
start with a description of the memory effect and afterwards review the post-Newtonian wave
generation formalism to find a formula for the memory. We will go on calculating the memory to
1PN order and explore its effect on the waveform. At last, we will shortly discuss the probability
of detecting the memory effect with gravitational wave interferometers.

3.1 Introduction to the memory effect

Usually, one thinks of gravitational waves as purely oscillatory phenomena. For example, the
coalescence of black holes and neutron stars that have been observed with the LIGO detector
follow a characteristic structure. The amplitude and phase increase during the inspiral, peak when
the merger happens and decay afterwards to zero during the ringdown. However, gravitational
waves have a property called gravitational memory, which manifests in a difference of the observed
gravitational wave polarization amplitudes at late and early times

∆h+,× = lim
t→∞

h+,× − lim
t→−∞

h+,×. (3.1)

In an ideal gravitational wave detector, one that is freely falling, the memory causes a permanent
displacement after the gravitational wave has passed. Two types of memory exist, linear and
non-linear. We will shortly discuss both before concentrating on the non-linear memory, which is
predominant in bound binary systems.

3.1.1 Linear memory effect

The linear memory was first described in 1974 [27] and originates mainly from non-oscillatory
motions of the source, more precisely from a net change in the time derivatives of the source-
multipole moments. An example would be a binary on a hyperbolic orbit or in general systems
that change from a bound state to being unbound. This includes supernova explosions and
associated Neutron star kicks [28, 29, 30], gamma-ray burst jets [31, 32] and asymmetric mass
loss due to neutrino emission [28, 33, 34, 35]. Thorne [36] provided a general formula for the
linear memory produced by a system of N bodies,

∆hTT
jk = ∆

N∑
A=1

4MA

R
√

1− v2
A

[
vjAv

k
A

1− ~vA · ~N

]TT

, (3.2)

where the masses are unbound in their initial and/or final state. The ∆ signifies to take the
difference between final and initial values of the summation over the changing masses MA or
velocities ~vA. ~N is a unit vector that points from the source to the observer. This formula is the
standard Liénard-Wiechert solution to the space-space part of the linearized Einstein equations,
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with a stress-energy tensor given by N non-interacting particles. The masses and velocities could
stand for pieces of a disrupting star, individual neutrinos becoming unbound or bodies on a
gravitational scattering orbit.

3.1.2 Non-linear memory effect

The non-linear memory is a phenomenon directly related to the non-linearity of general relativity.
Loosely speaking it is due to gravitational waves emitted by gravitational waves. More technically,
the radiative-multipole moments are changed because of the energy flux from the radiated
gravitational waves. The non-linear memory is often referred to as the “Christodoulou memory”,
after one of its discoverers. In fact, it was discovered independently by Christodoulou [37],
Blanchet and Damour [38], and Payne [39].

The origin of the non-linear memory can be understood directly from the Einstein field
equations

Rµν − 1

2
gµνR = 8πTµν , (3.3)

where Rµν is the Ricci tensor, gµν is the spacetime metric and Tµν is the stress energy tensor.
For practical calculations involving gravitational waves it is conventional to define the potential

hµν = ηµν −√−g gµν , (3.4)

where ηµν is the flat spacetime metric and g is the determinant of the metric. Note that we have
not performed a weak field expansion, so we are working in full general relativity. The spatial
components of hµν far away from the source are directly related to the signal a gravitational
wave detector measures. By the condition

hµν ,ν = 0 (3.5)

one specifies to a particular gauge, the de Donder or harmonic gauge. The Einstein equations
then take the form

�hµν = −16πτµν , (3.6)

where � = −∂2
t +∇2 is the flat spacetime d’Alembert operator and on the right-hand side is an

effective stress-energy pseudotensor,

τµν = (−g)(Tµν + tµνLL) +
1

16π
(hµρ,σ h

νσ,ρ−hρσhµν ,ρσ ) , (3.7)

involving the Landau-Lifshitz pseudotensor tµνLL (see e.g. Eq. (2.7) in Ref. [40]) which loosely
speaking stands for the gravitational field energy. Note that the last term of Eq. (3.7) involves
a second derivative and therefore actually modifies the wave operator on the left hand side of
Eq. (3.6). This is another interesting non-linear effect, it can be physically interpreted as the
backscattering of gravitational radiation as it propagates through curved spacetime. This term
leads to so called tail effects [41].

In order to understand the non-linear memory effect, we focus on another piece of tµνLL that is
equal to the gravitational wave stress-energy tensor (Eq. (1.31)) [42],

tjk =
1

32π

〈
hTT
ab,j h

TT
ab,k

〉
≈ t00njnk =

1

R2

dEGW

dt dΩ
njnk, (3.8)

where dEGW

dt dΩ is the gravitational wave energy flux and nj is a unit radial vector. The approximate
sign means to take the plane-wave approximation hTT

ab ≈ Fab(t−R)/R+O(1/R2) and the angle
brackets imply to average over several wavelengths.
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To get the solution of the wave equation (Eq. (3.6)), one applies Green’s function to the
source term on the right-hand side. The term involving the gravitational wave stress-energy
tensor causes the following correction to the gravitational wave potentials

δhTT
jk =

4

R

∫ TR

−∞
dt′
[∫

dEGW

dt′ dΩ′
n′jn

′
k

(1− ~n′ · ~N)
dΩ′
]TT

, (3.9)

where TR is the retarded time. The time-integral is quite interesting, the memory piece at any
point of retarded time depends on the entire past history of the source system. This is what
gives the memory its hereditary nature. If the unbound objects are assumed to be the individual
gravitons with energies EA = MA/(1− v2

A)1/2 and velocities vjA = cnjA, the non-linear memory
can be described with the same formula as the linear memory (Eq. (3.2)) [36].

As mentioned above, the non-linear memory can be physically interpreted as the part of the
gravitational field in the radiation zone, that is sourced by the loss of gravitational wave energy
in a system.

3.2 Post-Newtonian wave generation formalism

3.2.1 Gravitational wave multipole decomposition

In the radiation-zone, the most general outgoing-wave solution of the vacuum wave equation
�hTT

ij = 0 can be written as a decomposition in radiative mass- and current-multipole moments
[13]:

hTT
ij =

4G

Rc2
Λijkl

∞∑
l=2

1

cll!

[
UklL−2(TR)NL−2 +

2l

c(l + 1)
εpq(k Vl)pL−2(TR)NqL−2

]
+O

(
1

R2

)
.

(3.10)
Here the radiative mass- and current-multipole moments UL(TR) and VL(TR) are symmetric
trace-free (STF) tensors which have l indices i1i2...il and have to be evaluated at retarded time
TR = T − R. The Λijkl is the projection operator to the transverse-traceless gauge defined in
Eq. (1.16).

Instead of using the decomposition into STF radiative multipoles UL and VL, for the purpose
of calculating the memory, it is beneficial to work with a mode decomposition of the combination
h+ − ih× into scalar multipole moments

h+ − ih× =
∞∑
l=2

l∑
m=−l

hlm −2Y
lm(Θ,Φ), (3.11)

where

hlm =
G√

2Rcl+2

[
U lm(TR)− i

c
V lm(TR)

]
. (3.12)

The −2Y
lm(Θ,Φ) are called spin-weighted spherical harmonics or tensor spherical harmonics and

are defined in terms of the Wigner d functions by

sY
lm(Θ,Φ) = (−1)−s

√
2l + 1

4π
dlm−s(Θ)eimΦ, (3.13)

where

dlms(Θ) =
√
l(+m)!(l −m)!(l + s)!(l − s)!

×
kf∑
k=ki

(−1)k
(
sin Θ

2

)2k+s−m (
cos Θ

2

)2l+m−s−2k

k!(l +m− k)!(l − s− k)!(s−m+ k)!
,

(3.14)
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and the sum goes from ki = max(0,m− s) to kf = min(l+m, l− s). The complex conjugates of
the tensor spherical harmonics satisfy the identity

sY
lm∗ = (−1)s+m −sY l−m. (3.15)

The complete relationships between the multipole decompositions in terms of STF tensors and
“scalar” mass and current multipoles can be found in Ref. [43].

3.2.2 Relating radiative moments to source moments

The next step is to relate the radiative mass- and current-multipoles in the wave-zone to the
source-multipole moments which are constructed from integrals over the stress-energy tensor of
the source including its matter and gravitational fields. One method to relate these multipole
moments is the multipolar-post-Minkowskian (MPM) formalism developed by Blanchet et al.
We will shortly describe the main steps here, for a detailed review see Ref. [44].

The goal is to solve the Einstein field equation satisfying the harmonic gauge condition with
a post-Minkowskian iteration. For this we expand the metric perturbation hµν in powers of the
gravitational constant G,

hµν = Ghµν1 +G2hµν2 + ...+Gnhµνn + ..., (3.16)

and substitute it into the vacuum field equations. This leads to a system of wave equations, each
satisfying the harmonic gauge condition hµνn ,ν = 0,

�hµνn = Λµνn [h1, ..., hn−1] , (3.17)

where Λµνn represents the respective expansion of the right-hand side of Eq. (3.6) with Tµν = 0.
The hµνn can then be expanded in L/r, L < r being the size of the source and r the field

point, and the coefficients of the powers of L/r interpreted as a new family of multipole moments.
The most general solution for hµν1 valid outside the source can be written with two new STF
moments, ML and SL [43]. They represent canonical mass- and current-multipole moments
that have an intermediate function between radiative and source moments. Substituting the
linear solution into the right-hand side of Eq. (3.17), the next order can be calculated and so on,
resulting in a multipole expansion in terms of the canonical moments hµνn = hµνn [ML,SL].

This expansion has to be regularized at r = 0 because the standard retarded Green’s function
operator would yield divergent integrals and one has to add an additional piece in order to satisfy
the harmonic gauge condition. For details see Ref. [38]. The result for hµνn has to be transformed
from the harmonic coordinates describing the source to radiative coordinates introduced at the
beginning of this section. After taking the TT piece of hµνn one can compare with Eq. (3.10) and
read off the relations between the radiative- and canonical-multipole moments. Complete results
of this procedure can be found in Ref. [45], we will just state the result for the radiative mass
quadrupole because it includes the non-linear memory term:

Uij(TR) =M(2)
ij (TR) +

2GM
c3

∫ TR

−∞
dτM(4)

ij (τ)

[
ln

(
TR − τ
τ0

)
+

11

12

]
− 2

7

G

c5

∫ TR

−∞
dτM(3)

a〈i(τ)M(3)
j〉a(τ) +

G

c5

[1

7
M(5)

a〈iMj〉a

− 5

7
M(4)

a〈iM
(1)
j〉a −

2

7
M(3)

a〈iM
(2)
j〉a +

1

3
εab〈iM(4)

j〉a Sb
]

+
2G2M2

c6

∫ TR

−∞
dτ

[
ln2

(
TR − τ

2τ0

)
+

57

70
ln

(
TR − τ

2τ0

)
+

124627

44100

]
M(5)

ij (τ) +O(
1

c7
).

(3.18)
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The first term in this equation is the leading-order instantaneous term, depending directly on the
retarded configuration of the source. It is similar to the standard quadrupole term but contains
higher order corrections when expressed in terms of the source moments. The next two terms
are hereditary because of the integral over the entire past history of the source. The first one is
the tail term and the second one the non-linear memory term, which we will focus on later. The
other terms on the second and third line are non-linear instantaneous terms of O(G2). The term
in the last line yields tails-of-tails like contributions to the radiative mass multipole.

The canonical momentsML and SL itself are related to six types of source-multipole moments:
{IL,JL,WL,XL,YL,ZL}. The dominating ones are the mass- and current-source moments IL
and JL, the other four enter only as 2.5 PN corrections. Using the same MPM iteration, one can
write the metric perturbation at each post-Minkowskian order as a function of the source moments
hµνn [IL,JL, ...]. These can then be related to the canonical moment solution hµνn [ML,SL] via
a gauge transformation. From the relationship between the two metrics one can express the
canonical moments in terms of the source moments

ML = IL +GδIL +O(G2), (3.19a)

SL = JL +GδJL +O(G2), (3.19b)

where the correction terms δIL and δJL modify the leading order mass- and current source
multipole moments starting at 2.5 PN order and are given through the six source moments.

In the last step we need to match the MPM expansion of the metric in terms of the source
moments in the wave-zone to a post-Newtonian solution of the Einstein equations describing
the source. The two approximations are both valid outside but close to the source, therefore
one obtains an explicit relationship between the source moments and the PN-expansion of the
near-zone metric. By solving the equations of motion of the source, one can find expressions for
the source moments in terms of the variables describing the source (see Ref. [44] for the details
of this non-trivial calculation).

3.2.3 Memory contribution to the radiative mass-multipole

The leading post-Minkowskian order contributions to the radiative mass- and current-multipole
moments for arbitrary l are given by [38]:

UL =M(l)
L +GU (tail)

L +GU (mem)
L +O(G2) +O(G/c5), (3.20a)

VL = S(l)
L +GV(tail)

L +O(G2) +O(G/c5). (3.20b)

All O(G2) terms, which include cubically non-linear interactions and tail-of-tails like terms, as
well as O(G/c5) terms, which are instantaneous products of canonical moments-like terms, are
neglected. We will not examine the tail contributions here, but instead go straightforward to
the discussion of the memory. It only contributes to the radiative mass moment at O(G) and is
given by [38]:

U (mem)
L =

2cl−2(2l + 1)!!

(l + 1)(l + 2)

∫ TR

−∞
dt

∫
dΩ

dEGW

dt dΩ
n〈L〉. (3.21)

In this equation dEGW

dt dΩ is the gravitational wave energy flux and ni is a general unit vector that
points from the source center to the spherical polar angles (θ, φ). These angles, over which
the integral has to be taken over, may not be mistaken for the angles (Θ,Φ) appearing in the
waveform polarizations. Although Eqs. (3.20a) and (3.21) could mislead to think that only the
energy flux at first post-Minkowskian order contributes to the memory, it follows from other
derivations [46, 37] that Eq. (3.21) is naturally extended to higher post-Minkowskian orders by
using the gravitational wave energy flux to the highest known PN order.
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One also has to be aware of that potentially arising linear memory from changes in the

derivatives of the canonical mass- and current moments M(l)
L and S(l)

L is ignored. This is a
clearly valid approximation for astrophysical binaries whose components were formed, captured
or underwent mass changes long before they enter the gravitational wave driven regime. For
binaries inspiralling on a quasicircular orbit, that remain bound in the infinite past, the linear
memory vanishes completely.

Note that although the non-linear, hereditary memory contribution to the radiative-current
multipoles vanishes, there is another type of DC (non-oscillatory) effect occurring from the
1.5PN correction to the radiative current-octupole moment [47]. This effect is non-linear and
nonhereditary and modifies only the ×-polarization at 2.5PN order. A physical interpretation
is lacking at the moment, however, due to its high PN order it is of much less observational
significance [48].

To be able to calculate the hereditary memory contribution, we need the gravitational wave
energy flux in terms of the metric perturbations. It is computed from the gravitational wave
stress-energy tensor and given by [43]

dEGW

dt dΩ
= R2t00 =

R2

32π
〈ḣTT
ij ḣ

TT
ij 〉 =

R2

16π
〈ḣ2

+ + ḣ2
×〉, (3.22)

where the angle brackets imply to average over several wavelengths. Since we want the energy
flux in terms of the scalar multipole modes hlm, we use the expansion portrayed in Eq. (3.11)
and get

dEGW

dt dΩ
=

R2

16π

∞∑
l′=2

∞∑
l′′=2

l′∑
m′=−l′

l′′∑
m′′=−l′′

〈ḣl′m′ ḣ∗l′′m′′〉−2Y
l′m′(θ, φ)−2Y

l′′m′′∗(θ, φ). (3.23)

Also Eq. (3.21) has to be transformed to the scalar radiative mass multipole with the help of the
relations [43]

U lm = Al UL Y lm∗L , (3.24a)

AL =
16π

(2l + 1)!!

√
(l + 1)(l + 2)

2l(l − 1)
, (3.24b)

Y lm = Y lmL nL = Y lmL n〈L〉. (3.24c)

The last equation relates the STF spherical harmonics Y lmL to the ordinary scalar spherical
harmonics. Putting everything together yields a formula for the memory piece of the scalar
radiative mass multipole

U
(mem)
lm =

32π

c2−l

√
(l − 2)!

2(l + 2)!

∫ TR

−∞
dt

∫
dΩ

dEGW

dt dΩ
(Ω)Y ∗lm(Ω) (3.25)

where one can directly insert the expression for the gravitational wave energy flux given in
Eq. (3.23). According to Eq. (3.12), the memory contribution to the U lm modes directly enters
the waveform multipole modes hlm.

3.3 Memory contribution to derivatives of multipole modes at
1PN order

Our goal is to calculate post-Newtonian corrections to the gravitational wave memory from eccen-
tric, inspiralling, compact binaries, which causes a non-oscillatory correction to the gravitational
wave polarizations. Favata [1] has calculated the memory contribution to the gravitational wave
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polarizations from eccentric binaries at the leading Newtonian order. In an earlier paper [48],
post-Newtonian corrections for quasicircular binaries were calculated. Before describing all the
details of our calculations, let’s state the overall strategy.

Since there is no memory contribution to the current multipole moments, the memory piece
of the spherical harmonic modes of the polarization waveform is given by Eq. (3.12)

h
(mem)
lm =

1√
2R

U
(mem)
lm . (3.26)

Using Eq. (3.25) and inserting the expression for the gravitational wave energy flux (Eq. (3.23))
yields the following formula for the memory

h
(mem)
lm =

16π

R

√
(l − 2)!

(l + 2)!

∫ TR

−∞
dt

∫
dΩ

dEgw

dt dΩ
(Ω)Y ∗lm(Ω)

= R

√
(l − 2)!

(l + 2)!

∞∑
l′=2

∞∑
l′′=2

l′∑
m′=−l′

l′′∑
m′′=−l′′

(−1)m+m′′G2−20
l′l′′lm′−m′′−m

∫ TR

−∞
dt
〈
ḣl′m′ ḣ

∗
l′′m′′

〉
,

(3.27)

where the quantity Gs1s2s3l1l2l3m1m2m3
is an angular integral over three tensor spherical harmonics,

Gs1s2s3l1l2l3m1m2m3
=

∫
dΩ s1Y

l1m1
s2Y

l2m2
s3Y

l3m3 . (3.28)

Eq. (3.27) is the main formula we need to compute the memory. We begin by giving a simplified
expression for the angular integral. Then we will carry on by calculating the multipole modes
describing an eccentric binary system and their derivatives. Note that on the right-hand side the
multipole modes themselves appear, however, it is valid to insert the multipoles without memory
because the non-linear memory contribution to the non-linear memory is negligible. After the
averaging procedure caused by the angle brackets we will receive terms for the derivatives of

the memory multipole modes h
(mem)(1)
lm . The last step is then to integrate over the entire past

history of the binary system. Performing a low eccentricity expansion will give us explicit results
for the memory pieces of the hlm modes, which can be inserted into the waveform polarizations.

3.3.1 Angular integral over three tensor spherical harmonics

We first take a look at the angular integral Gs1s2s3l1l2l3m1m2m3
given in Eq. (3.28). It can be simplified

following Appendix A of Ref. [48]. An expression for the tensor spherical harmonics in terms of
the Wigner d functions is stated in Eqs. (3.13) and (3.14). The angular integral term over three
tensor spherical harmonics turns out to be of the form

Gs1s2s3l1l2l3m1m2m3
= (−1)s1+s2+s3 [(2l1 + 1)(2l2 + 1)(2l3 + 1)]1/2

(4π)3/2

×
∫ 2π

0
dΦ ei(m1+m2+m3)Φ

∫ π

0
dΘ sin Θ dl1m1s1d

l2
m2s2d

l3
m3s3 .

(3.29)

The Φ-integral is quickly evaluated to be∫ 2π

0
dΦ ei(m1+m2+m3)Φ = 2πδ−m1

m2+m3
. (3.30)

The more involved Θ-integral can be rewritten to read∫ π

0
dΘ sin Θ dl1m1s1d

l2
m2s2d

l3
m3s3 = 2

∑
k1,k2,k3

g1(k1)g2(k2)g3(k3)

∫ π

0
dΘ

(
sin

Θ

2

)2a−1(
cos

Θ

2

)2b−1

,

(3.31)
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where gj(kj) is given in terms of the various coefficients by

gj(kj) =
(−1)kj [(lj +mj)!(lj −mj)!(lj + sj)!(lj − sj)!]1/2
kj !(lj +mj − kj)!(lj − sj − kj)!(sj −mj + kj)!

, (3.32)

and a and b are defined in terms of pj = 2kj + sj −mj ,

a = 1 +
p1 + p2 + p3

2
, (3.33a)

b = 1 + l1 + l2 + l3 −
p1 + p2 + p3

2
. (3.33b)

The remaining integral over Θ is found in integral tables [49] and can be expressed in terms of
gamma functions as ∫ π

0
dΘ

(
sin

Θ

2

)2a−1(
cos

Θ

2

)2b−1

=
Γ(a)Γ(b)

Γ(a+ b)
. (3.34)

Using these simplifications, a computer algebra program like Mathematica [50] can evaluate the
angular integrals over three spin-weighted spherical harmonics quite fast.

3.3.2 1PN-accurate multipole derivatives ḣlm for eccentric binary systems

We want to begin with the calculation of 1PN-accurate expressions for the gravitational wave mul-
tipole modes hlm from inspiralling binaries in elliptical orbits. The corresponding instantaneous
gravitational waveform polarizations h+ and h× are known to 3PN-accuracy [51]. By inverting
the multipole expansion of the polarizations Eq. (3.11) with the help of the orthogonality relation
for tensor spherical harmonics, we can find explicit expressions for the hlm by evaluating the
integral

hlm =

∫
dΩ (h+ − ih×)−2 Y

∗
lm(Θ,Φ). (3.35)

1PN expressions for the waveform polarizations can be found in Appendix F of Ref. [14]. The
orbital motion of the binary system is parametrized in terms of the eccentric anomaly u. As an
example we provide the h20 mode to 1PN order:

h20 = 4

√
2π

15

M η et x

R(1− et cosu)

[
cosu+

x

168(1− e2
t )(1− et cosu)2

(
732et − 396e3

t

+ 44etη − 44e3
t η +

(
− 732 + 315e2

t − 171e4
t − 44η − 7e2

t η + 51e4
t η
)

cosu

+
(
108et + 228e3

t + 68etη − 68e3
t η
)

cos 2u+
(
− 27e2

t − 57e4
t − 17e2

t η + 17e4
t η
)

cos 3u
)]
.

(3.36)

Note that hlm modes with m 6= 0 have a factor proportional to e−imφ where φ is the orbital
phase. The multipole modes are calculated up to l = 4. All higher modes vanish at 1PN order.

To compute the time derivative of the multipole modes, we consider only the orbital phase φ
and the eccentric anomaly u as a function of time and neglect the time evolution of eccentricity
and x because these effects do not enter until 2.5PN order and are on a different, much longer
timescale. Using the generalized quasi-Keplerian parametrization we can write φ in terms of u
via the true anomaly v. At first post-Newtonian order we have

φ = (1 + k)v, (3.37)
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where k comes from the advance of the periastron and can be expressed in terms of the eccentricity
and the PN parameter x,

k =
3x

1− e2
t

. (3.38)

At the moment, we do not insert this expression because we do not want to mix the orbital and
periastron advance timescales when expanding in x and just let the m 6= 0 terms as e−im(1+k)v.

The true anomaly and the eccentric anomaly are linked via Eq. (2.5c). We need its time
derivative, which is

v̇ =

√
1− e2

φ

1− eφ cosu
u̇, (3.39)

and u̇ can be computed via the Kepler equation (Eq. (2.2)) such that

u̇ =
n

1− et cosu
. (3.40)

Note that in Eq. (3.39) some angular eccentricity eφ appears, but it can be expressed through et
and reads at 1PN-order

eφ = et(1 + x(4− η)). (3.41)

Since we want the multipole modes in terms of the post-Newtonian parameter x, we have to
write n in terms of x with the help of Eq. (A1) in Ref. [52]

n =
x3/2

M

[
1 +

x

(1− e2
t )

3

(
−3 + 6e2

t − 3e4
t

)]
, (3.42)

where only next-to-leading order terms are considered.

3.3.3 Time derivatives of the memory pieces to 1PN order (m = 0)

We first make the definition d/dTR h
(mem)
lm = h

(mem)(1)
lm that stands for the memory mode before

doing the hereditary time integral. As one can see in Eq. (3.27), we essentially need to calculate
a big sum consisting of products of ḣl′m′ ḣ

∗
l′′m′′ and the angular integral G2−20

l′l′′lm′−m′′m. When
specializing to the m = 0 memory contributions, because of the Kronecker delta function coming

from the Φ-integral, only combinations with m′ = m′′ contribute to h
(mem)(1)
l0 , whereas all other

combinations are zero. Since every time one multiplies the ḣl′m′ with a complex conjugate with
the same m′, all exponential terms vanish and thus, there is no dependence on the orbital phase
φ anymore.

Although the exponential terms are gone, the time derivatives caused factors ∼ (1 +k), where
we now can insert the expression for k given in Eq. (3.38) and expand the ḣl′m′ ḣ

∗
l′′m′′ terms in x.

The leading order is x5, so we truncate terms of O(x7).
The next step is to do the averaging procedure which originates from the construction of a

well-defined gravitational wave stress-energy tensor. For bound, eccentric orbits, the average
over several wavelengths is done by averaging over one orbital period

〈F (t)〉 =
1

Porb

∫ Porb

0
dt F (t), (3.43)

where Porb = 2πM/x3/2. Since we have parametrized the orbital motion with the eccentric
anomaly u, we have to substitute it into the integral, yielding

〈F (t)〉 =
x3/2

2πM

∫ 2π

0
duF (u)

(1− et cosu)M

x3/2
. (3.44)
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Evaluating this integral, we find the time derivative of the memory contribution to the multipole

modes h
(mem)
lm . For the dominant h

(mem)(1)
20 memory mode we find

h
(mem)(1)
20 =

√
2π

15

x5 η2

R (1− e2
t )

7/2

[
128

7
+

1160

21
e2
t +

146

21
e4
t

]
−
√

π

30

x6 η2

R (1− e2
t )

9/2

[
9752

63
− 32

21
η + e2

t

(
−436 +

19352

63
η

)
+ e4

t

(
−18103

21
+

7468

21
η

)
+ e6

t

(
−241

6
+

1285

63
η

)]
.

(3.45)

The leading order x5 term can be compared to Eq. (2.27a) in Ref. [1], one just has to change
from the semilatus rectum p to x by the Newtonian relation

p = (1− e2
t )
M

x
, (3.46)

and indeed, the terms are found to be equal.
Another important check is to take the circular limit (set et = 0) and compare with the

leading order and 1PN part of Eq. (3.13a) in Ref. [48] with the help of Eq. (3.26) to relate

h
(mem)(1)
l0 and U

(mem)(1)
l0 . This circular limit is found to be

h
(mem)(1)
20 =

128
√

2π/15x5 η2

7R
−
√
π/30x6 η2

R

(
9752

63
− 32

21
η

)
, (3.47)

and coincides for the two approaches.

It is a remarkable fact that for non-precessing binaries the hlm modes are entirely given by
the mass multipoles when l +m is even and by the current multipoles when l +m is odd [53].
Since only the mass multipoles contain memory terms, there is no memory contribution to modes

where l +m is odd. Therefore the next contributing mode is h
(mem)(1)
40 , which is calculated to be

h
(mem)(1)
40 =

√
π

10

x5 η2

R (1− e2
t )

7/2

[
64

315
+

22

35
e2
t +

17

210
e4
t

]
+

√
π

10

x6 η2

R (1− e2
t )

9/2

[
− 10133

3465
+

20620

2079
η + e2

t

(
−3301

198
+

826288

10395
η

)
+ e4

t

(
−38809

3080
+

225818

3465
η

)
+ e6

t

(
−227

240
+

55789

13860
η

)]
,

(3.48)

and again the quasi-circular limit agrees with Eq. (3.13b) in Ref. [48] and the Newtonian limit
with Eq. (2.27c) in Ref. [1].

The last non-zero memory mode is h
(mem)(1)
60 , it has no Newtonian part anymore and reads

h
(mem)(1)
60 =

√
π

1365

x6 η2

R (1− e2
t )

9/2

[(
− 839

1386
+

86

33
η

)
+ e2

t

(
−6007

924
+

274

11
η

)
+ e4

t

(
−3611

924
+

1079

77
η

)
+ e6

t

(
−347

672
+

59

33
η

)]
.

(3.49)

In the circular limit, this memory mode coincides with the 1PN part of Eq. (3.13c) in Ref. [48], too.
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3.3.4 Time derivatives of the memory pieces to 1PN order (m 6= 0)

We now turn to the memory modes where m 6= 0. All modes that have an odd l +m are zero.
This follows directly from the fact that these modes are entirely given by the current multipole
which does not contribute to the memory.

The computation of the non-zero m 6= 0 memory modes is more involved. This is due to
the fact that in the sum over the ḣl′m′ ḣ

∗
l′′m′′ terms, the exponential part is not canceling out

anymore. The time derivatives of the hl′m′ modes are proportional to ḣl′m′ ∼ e−im
′(1+k)v. Before

we insert the 1PN expression for k (Eq. (3.38)), we split off the part proportional to ∼ e−im′kv
and take it out of the orbital average. In the remaining part we insert the 1PN expression for k,
make a series expansion and cut off terms of O(x4) in the individual modes.

In the next step, we have to write the ∼ e−im′v part in the multipole modes as a function of
the eccentric anomaly u. To do so we use the Euler identity eix = cosx + i sinx to write this
factor with trigonometric functions of v, where we can insert the 1PN valid expressions [54]

cos v =
cosu− eφ

1− eφ cosu
, (3.50a)

sin v =
(1− e2

φ)1/2 sinu

1− eφ cosu
, (3.50b)

with eφ given by Eq. (3.41). Having done so, we are in the position to evaluate the four sums in
Eq. (3.27) and expand again in x keeping terms up to x6. This yields for the Newtonian and the
post-Newtonian parts of even and odd l-modes a lot of terms of the form

h
(mem)(1)
levenm

∼ 1

(1− et cosu)8+|m| (fn(et) cos(nu) + gn(et) sin(nu)) , (3.51a)

h
(mem)(1)
loddm

∼ 1

(1− et cosu)9+|m| (fn(et) cos(nu) + gn(et) sin(nu)) , (3.51b)

where fn(et) and gn(et) are functions of eccentricity and n is an integer up to 10. When
applying the orbital average as defined in Eq. (3.44), all terms involving a sine vanish. The other
terms provide a sensible result that is proportional to emt . One must not forget to reinsert the
exponential term from the periastron advance e−imkv, that we have split off at the beginning. We

now list all the m 6= 0 h
(mem)(1)
lm modes up to first post-Newtonian order, note that only modes

with an even l+m are non-zero and we have defined the mass difference ratio ∆ = (m1−m2)/M :

h
(mem)(1)
2±2 = −

√
π

5

x5 η2 e2
t

R (1− e2
t )

7/2
e∓2ikv

[
52

21
+

8

21
e2
t

]
−
√
π

5

x6 η2 e2
t

R (1− e2
t )

9/2
e∓2ikv

[
− 105 +

1678

9
η

+ e2
t

(
−833

9
+

10468

63
η

)
+ e4

t

(
−723

112
+

4673

504
η

)]
,

(3.52a)

h
(mem)(1)
3±1 = ±

√
π

70

η2 x11/2 ∆ et
R (1− e2

t )
4
e∓ikv

[
2464

45
+

423

5
e2
t +

653

90
e4
t

]
, (3.52b)

h
(mem)(1)
3±3 = ∓

√
π

42

η2 x11/2 ∆ e3
t

R (1− e2
t )

4
e∓3ikv

[
269

45
+

79

180
e2
t

]
, (3.52c)
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h
(mem)(1)
4±2 = −√π η2 x5 e2

t

R (1− e2
t )

7/2
e∓2ikv

[
13

315
+

2

315
e2
t

]
−√π x6 η2 e2

t

R (1− e2
t )

9/2
e∓2ikv

[
− 1151

180
+

5050

297
η

+ e2
t

(
−123

20
+

176921

10395
η

)
+ e4

t

(
−1919

4928
+

175169

166320
η

)]
,

(3.52d)

h
(mem)(1)
4±4 = −

√
π

7

5

72

x5 η2 e4
t

R (1− e2
t )

7/2
e∓4ikv

+

√
π

7

x6 η2 e4
t

R (1− e2
t )

9/2
e∓4ikv

[
− 16837

3168
+

841

135
η + e2

t

(
− 6907

10560
+

8539

23760
η

)]
,

(3.52e)

h
(mem)(1)
5±1 = ±

√
π

77

η2 x11/2 ∆ et
R (1− e2

t )
4
e∓ikv

[
43

45
+

17

10
e2
t +

59

360
e4
t

]
, (3.52f)

h
(mem)(1)
5±3 = ∓

√
π

66

η2 x11/2 ∆ e3
t

R (1− e2
t )

4
e∓3ikv

[
31

90
+

7

720
e2
t

]
, (3.52g)

h
(mem)(1)
5±5 = ∓

√
5π

66

5

48

η2 x11/2 ∆ e5
t

R (1− e2
t )

4
e∓5ikv, (3.52h)

h
(mem)(1)
6±2 = −

√
π

13

x6 η2 e2
t

R (1− e2
t )

9/2
e∓2ikv

[
− 253

560
+

159

110
η

+ e2
t

(
− 541

1008
+

233

132
η

)
+ e4

t

(
− 27

220
+

3627

98560
η

)]
,

(3.52i)

h
(mem)(1)
6±4 = −

√
π

390

x6 η2 e4
t

R (1− e2
t )

9/2
e∓4ikv

[
703

1056
− 17

8
η + e2

t

(
− 27

704
+

3

22
η

)]
, (3.52j)

h
(mem)(1)
6±6 =

√
5π

143

x6 η2 e6
t

R (1− e2
t )

9/2
e∓6ikv

[
− 95

768
− 5

12
η

]
. (3.52k)

The Newtonian parts of Eqs. (3.52a), (3.52d) and (3.52e) can be compared to Eqs. (2.27b,d,e) in

Ref. [1]. They are in agreement, apart from an overall minus sign in the h
(mem)(1)
2±2 and h

(mem)(1)
4±2

modes. Since we will immediately explain that the m 6= 0 modes do not contribute to the memory,
this will not make a difference for the rest of the work.

In contrast to the m = 0 memory modes, the m 6= 0 modes contain a factor e−imkv due to the

periastron precession. In the next step, the h
(mem)(1)
lm have to be integrated over the entire past

history of the system to find the memory contribution to the multipole modes. Since these factors
cause the m 6= 0 modes to oscillate, the integration will suppress these modes. Instead, the m 6= 0
modes lead to oscillatory contributions to the full waveform entering at 2.5PN order. Therefore
only the m = 0 modes will contribute to a secularly increasing memory effect. Moreover, the
leading contributions of the m 6= 0 modes go with ∼ emt and because et tends to get smaller
and smaller as the system circularizes, this causes a further suppression. Henceforth we will
concentrate on the m = 0 modes.
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3.4 Memory contributions to the multipole modes

3.4.1 Numerically integrating the hereditary time integral

The last step to get the memory contribution to the multipole modes is to integrate the calculated
time derivatives of the memory multipole modes (Eqs. (3.45), (3.48) and (3.49)) over the entire
past of the system. The important effect on this timescale is radiation-reaction. Due to the
emission of gravitational waves, the binary’s orbit is shrinking and therefore the frequency is
increasing and accordingly the post-Newtonian parameter x. On the other hand, the binary
tends to lose its eccentricity and to circularize the more orbital energy it loses. To describe these
effects, we can find 1PN-accurate expressions for the time evolution of x and et in Eq. (A2) in
Ref. [52] and Eq. (6.18) in Ref. [55]. They read

dx

dt
=

2 η x5

15M(1− e2
t )

7/2

(
96 + 292e2

t + 37e4
t

)
+

η x6

M(1− e2
t )

9/2

(
− 2972

105
− 176

5
η + e2

t

(
1462

7
− 380η

)

+ e4
t

(
12217

30
− 1687

5
η

)
+ e6

t

(
11717

420
− 296

15
η

))
,

(3.53)

and

det
dt

= − η x4 et

15M(1− e2
t )

5/2

(
304 + 121e2

t

)
− η et x

5

M(1− e2
t )

7/2

(
− 939

35
− 4084

45
η

+ e2
t

(
29917

105
− 7753

30
η

)
+ e4

t

(
13929

280
− 1664

45
η

))
.

(3.54)

This system of two coupled differential equations can be analytically solved by successive
approximations, which we will do in the next section. Here we want to find x and et directly as

a function of time, insert it into the h
(mem)(1)
lm and perform the integral

h
(mem)
lm =

∫ TR

−∞
dt h

(mem)(1)
lm , (3.55)

to find the memory modes. Hence we solve the evolution equations numerically between a very
early time, say when the eccentricity of the system is almost 1, and a late time shortly before
the merger. Because post-Newtonian theory is only valid during the inspiral phase of a binary
system, we stop the integration at the last stable orbit, before the individual components plunge
towards each other and eventually merge. An expression for the orbital frequency at the last
stable orbit for eccentric binaries can be found in Eq. (D1) in Ref. [54]

nlsoM = x
3/2
lso =

(
1− e2

t

6 + 2et

)3/2

, (3.56)

which can be solved numerically for the explicit time when the last stable orbit is reached. Note
that this guess can not be valid for large eccentricities at this time, but realistic systems should
have circularized enough at this point. What happens to the memory mode after the last stable
orbit, during the merger and the ring-down, is discussed later in Section 3.5.2. Fig. 3.1 gives an
impression how the memory modes evolve over the time of the inspiral.

34



101 103 105 107 109

TR

0.00

0.01

0.02

0.03

(R
/
M

)
h

(
m

e
m

)
2
0

e0 = 0.0, N

e0 = 0.0, PN

101 103 105 107

TR

0.00

0.01

0.02

0.03

(R
/
M

)
h

(
m

e
m

)
2
0

e0 = 0.4, N

e0 = 0.4, PN

101 103 105 107 109

TR

0.00

0.01

0.02

0.03

(R
/
M

)
h

(
m

e
m

)
2
0

e0 = 0.0, N

e0 = 0.4, N

101 103 105 107 109

TR

10−12

10−10

10−8

10−6

10−4

10−2

(R
/
M

)
h

(
m

e
m

)
l0

e0 = 0.0

l = 2

l = 4

l = 6

Figure 3.1: Dependence of the non-linear memory on retarded time. The time axis is shifted
such that the last stable orbit of the binary system is reached at TR = 0, the time then evolves
into the past. All plots are for equal mass binaries, thus η = 0.25, and at the time of e0, the
value of x is x0 = 0.07.
On top to the left-hand side, the buildup of memory is shown for a quasicircular binary, for the
leading Newtonian order (N) and the first post-Newtonian correction (PN). On the right-hand
side is the same for an eccentric system. One can see that post-Newtonian corrections tend to
decrease the magnitude of the memory.
In the bottom left, the memory from a circular and an eccentric system are compared. Note
that the memory begins to build up later in the eccentric system because it loses more energy in
gravitational waves and is therefore less old. At the last stable orbit, the circular system has
gained a little more memory than the eccentric one. In the bottom right, the non-zero memory
modes in a circular system are compared. The higher modes decrease each by about two orders
of magnitude.

3.4.2 Analytical solution for radiation-reaction equations

Instead of computing the integral over the entire past history of the binary system numerically,
it is possible to find an analytical approximation. The time evolution equation for x (Eq. (3.53))
has to be divided by the one for et (Eq. (3.54)), thereby eliminating the time dependence. At
leading order, a differential equation for x is obtained,

dx

det
= − 2x

(
96 + 292et + 37e4

t

)
et
(
1− e2

t

) (
304 + 121e2

t

) , (3.57)

which can be integrated by separation of variables to get x as a function of et,

xN(et) = x0
e

12/19
0

(
304 + 121e2

0

)870/2299(
1− e2

0

) (
1− e2

t

)
e

12/19
t

(
304 + 121e2

t

)870/2299
. (3.58)
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In this equation the subscript N indicates that we are just solving the leading Newtonian order.
Initial conditions are already included such that for the eccentricity e0, x is given by x0.

To find the first post-Newtonian correction to Eq. (3.58), we begin again by dividing the 1PN
accurate evolution equations (Eqs. (3.53) and (3.54)) and expand the right hand-side in x. This
yields an equation of the form

dx

det
= fN(et)x+ fPN(et)x

2, (3.59)

where fN is the leading order part that can be read off Eq. (3.57) and fPN is the 1PN part given
by

fPN(et) =
1

et
(
1− e2

t

) (
304 + 121e2

t

)2[362624

7
− 100864η − e2

t

(
1845548

7
− 469552

3
η

)
+ e4

t

(
767992

2
− 259048

3
η

)
− e6

t

(
64181

14
− 15688

3
η

)]
.

(3.60)

To solve Eq. (3.59) for x consistently to the right post-Newtonian order, we need to make an
expansion ansatz of the form x(et) = ε xN(et) + ε2 xPN(et), where ε is just a dummy parameter
to indicate the PN order. Inserting this ansatz into Eq. (3.59) and equating terms of the same
order in ε, one finds at the leading order the Newtonian relation (Eq. (3.57)). The ε2 terms yield

dxPN

det
= fN(et)xPN + fPN(et)x

2
N, (3.61)

and higher order terms can be neglected. Since we already know xN (Eq. (3.58)), we can insert
it and then solve the differential equation for xPN for example by the method of variation of the
constant. The post-Newtonian part of x(et) can be expressed in terms of the hypergeometric
function 2F1,
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(3.62)

and the constant C is chosen such that xPN(e0) = 0. In this case, the Newtonian and post-
Newtonian solutions for x(et) coincide at x(e0) = x0 and one can easily compare their evolution.
Note that the 1PN-accurate solution has to be constructed by x(et) = xN(et) + xPN(et). Fig. 3.2
shows the evolution of x as a function of eccentricity et in an equal mass binary system. As
the initially eccentric binary circularizes, it comes into the relativistic regime where the post-
Newtonian solution begins to deviate from the Newtonian one and eventually, the analytical
post-Newtonian solution begins to fail at x ≈ 0.3. This is not dramatic because after the last
stable orbit, which here happens at et ≈ 0.0022, these equations do not describe the binary’s
evolution anymore and we will stop the computation of the memory there.
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Figure 3.2: Evolution of the post-Newtonian parameter x as a function of eccentricity. In this
example of an equal mass binary the initial conditions are chosen such that x(e0 = 0.2) = 0.01.
The blue line is the analytical Newtonian solution given by Eq. (3.58) and the orange curve
represents Eq. (3.59) integrated numerically. The analytical solution given by x(et) = xN(et) +
xPN(et) is plotted in green and the lowest order eccentricity expansion of this solution is shown
in red.

3.4.3 Calculating the hereditary time integral analytically

Now we are in the position to rewrite the hereditary time integral to an integral over the
eccentricity of the system, which starts at some early-time value e− and evolves due to radiation-
reaction to some value e+ = et(t). Therefore we can write

h
(mem)
lm =

∫ TR

−∞
dt h

(mem)(1)
lm =

∫ et

e−

det
h

(mem)(1)
lm

det/dt
, (3.63)

where for det/dt we can insert Eq. (3.54). The integrand is then expanded in x to get a form

h
(mem)
lm =

∫
det

(
Nh

(mem)(1)
lm (et)x+PN h

(mem)(1)
lm (et)x

2
)
, (3.64)

where Nh
(mem)(1)
lm (et) is the Newtonian part and PNh

(mem)(1)
lm (et) is the post-Newtonian part of

the derivatives of the memory modes as a function of eccentricity. As an example, we provide

explicit expressions for the dominant h
(mem)
20 memory mode:
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(3.65b)
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Since x itself is a function of eccentricity and consists of a Newtonian and a post-Newtonian
part (x(et) = xN(et) + xPN(et)), we put it into Eq. (3.64) and only take into account terms up to
1PN order, eventually leading to an integral

h
(mem)
lm =

∫
det

[
Nh

(mem)(1)
lm (et)xN(et) +PN h

(mem)(1)
lm (et)x

2
N(et) +N h

(mem)(1)
lm (et)xPN(et)

]
,

(3.66)
which consists of a purely Newtonian term and two post-Newtonian terms.

In principle, Eq. (3.66) could be integrated analytically, resulting in a complicated sum
of hypergeometric functions (see Appendix B of Ref. [1], where it is done in the Newtonian
case). However, since most of the memory is acquired at late times when the binary system has

already circularized much, a low eccentricity expansion is justified. Expanding Nh
(mem)(1)
20 (et),

PNh
(mem)(1)
20 (et) and x(et) in eccentricity and neglecting all terms of order O(et), we find for these

terms the simple forms:
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In this low eccentricity expansion, the calculation of the hereditary integral given by Eq. (3.63)
is straightforward and yields for the Newtonian and post-Newtonian part
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(3.68b)

We can insert back the result for x(et) in order to eliminate the constants x0 and e0. Again
one has to be aware of putting in the correct post-Newtonian orders. The memory mode then
becomes
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(3.69)

where one can easily recognize Newtonian and post-Newtonian orders. The Newtonian term can
be compared to Eq. (2.35a) in Ref. [1] under the change from p to x = M/p, and they are in
agreement. It is also no problem to take the circular limit of Eq. (3.69), one simply has to set
et = 0. Newtonian and 1PN part can then be compared to Eq. (4.3a) in Ref. [48] and are found
to be equal.

In Fig. 3.3 the h
(mem)
20 mode is plotted as a function of eccentricity. On the left-hand side we

show the Newtonian and the 1PN-accurate mode for three reference eccentricities. The evolution

38



of the mode is stopped when the binary attains its last stable orbit as defined in Eq. (3.56). What
happens to the memory in the merger and the ringdown is shortly discussed for binary black
holes in Section 3.5.2. Since the more eccentric orbits emit more gravitational radiation, they
evolve faster on the radiation-reaction timescale and therefore have less time to gain memory.
One can also recognize that the post-Newtonian correction tends to decrease the memory as the
orbit shrinks and consequently becomes more relativistic.

On the right-hand side in Fig. 3.3 we compare the low eccentricity expansion to the full
solution obtained by numerically integrating Eq. (3.66). If the computation of the memory
is started at a small value (brown curve, e− = 0.1), they agree almost perfectly. At higher
eccentricity values, the mismatch becomes larger and one has to either expand to higher orders
in eccentricity, or take the full solution. But notice that most of the memory is built up at small
eccentricities and on the other hand most real compact binaries are observed to have insignificant
eccentricities [56].
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Figure 3.3: Both plots show the dominating h
(mem)
20 memory mode as a function of eccentricity

et for different values of the reference eccentricity e0. This means all curves pass through et = e0

when x = x0. We have stopped the integration as soon as the last stable orbit is reached and
from this point continued the curve horizontally to compare the total memory built up in the
inspiral phase. On the left, the dashed lines show the Newtonian mode and the solid lines the
1PN-accurate mode. One can see that the post-Newtonian correction diminishes the memory
substantially. The right plot shows the comparison between the full solution (solid) and the
low-eccentricity expansion (dash-dotted). Most of the deviation builds up at the beginning of
the integration, the more the system circularizes, the more accurate it becomes. For the brown
curve, starting at already low eccentricity, it matches almost perfectly.

Using the same procedure, we are able to calculate h
(mem)
40 and h

(mem)
60 in the low eccentricity

limit. Their respective Newtonian and post-Newtonian parts are given by:
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39



PNh
(mem)
40 =

√
π

10

M η x2
0

R

[(
− 1223741

11797632
+

534649

1264032
η

)((
e0

et

)24/19

−
(
e0

e−

)24/19
)

+

(
− 2833

402192
+

197

14364
η

)((
e0

et

)24/19

−
(
e0

e−

)24/19

+ 2

(
e0

e−

)12/19

− 2

(
e0

et

)12/19
)]

,

(3.70b)
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Expressing these modes again in terms of x yields
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The circular limit of these memory modes can be compared to Eq. (4.3b) and (4.3c) in Ref. [48].
Since in Eq. (3.71b) the eccentricity dependence has vanished to the lowest order due to the
expansion, we add back the leading order eccentricity term, so that it reads
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just to show how the eccentricity modifies the circular limit.
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Figure 3.4: The left plot shows the memory modes for l = 2, 4, 6 as a function of eccentricity. The

plot on the right presents the h
(mem)
20 -mode for two different values of the symmetric mass ratio η.

Note that we have divided the mode by η to concentrate on the difference in the memory. The η
in front would act on the whole waveform and therefore suppress it for unequal mass binaries.
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Fig. 3.4 shows the order of magnitude of the different l memory modes given in Eqs. (3.69),
(3.71a) and (3.71b). The l = 2 mode is clearly predominant and one can also discern the
post-Newtonian correction at late times. On the right-hand side we show the dependence of
the dominant mode on the symmetric mass ratio η. The gained memory is considerably higher
for equal mass binaries, which have η = 0.25, than for a binary system with η = 0.1, which
would for example correspond to 5 and 40 solar masses respectively for the individual components.

3.5 Memory in the waveform

3.5.1 Memory from the inspiral

We now have essentially three modes that contribute to the gravitational wave memory effect up
to 1PN order. With the help of Eq. (3.11) we can calculate the waveform polarizations. It is
verified quickly, that the non-linear memory affects the plus polarization only. This is mainly a
consequence of our choice of the polarization triad. A rotation of the polarization triad would
cause a purely plus-polarized wave to become mixed-polarized. Calculating the plus-polarization
from the multipoles, we can write it in the following form,

h
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where in the low eccentricity limit the Newtonian part reads
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and the post-Newtonian part is
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Once more we can compare the circular limit to the explicit expressions given by Favata [48] in
his Eqs. (4.4-4.6), and they are in perfect agreement.

3.5.2 Memory from merger and ringdown of binary black holes

The calculation of the memory we have done so far only takes into account the inspiral phase
where the post-Newtonian formalism is valid. However, the emission of gravitational waves
is greatest in the merger, so one can expect that much more memory will accumulate in the
late phase of the coalescence. For the computation of the waveform at these stages, numerical
relativity simulations are used, nevertheless the calculation of the memory in these simulations
faces some difficulties. They can best resolve the l = m = 2 mode of the waveform, but the
memory appears only in the m = 0 modes, which tend to be smaller by orders of magnitude and
depend sensitively on the initial conditions of the simulations [48].

Another approach to compute the memory from the entire coalescence, is to take a simple
analytic model for the inspiral, merger and ringdown, the so called minimal waveform model
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(MWM). It uses information from numerical relativity and the effective-one-body (EOB) approach
[57] to match the leading order inspiral waveform to a sum of quasi-normal modes representing
the ringdown. Following Refs. [58, 59], for the coalescence of quasicircular binary black holes,
the qth time derivative of the dominant mode is approximated as

h
(q)
2±2 ≈

I
(q+2)
2±2

R
√

2
=

1

R
√

2
×
{

2
√

2π
5 ηMr2(∓2iω)q+2e∓2iϕ for t ≤ tm∑nmax

n=0 (−σ22n)qA22ne
−σ22n(t−tm) for t > tm,

(3.76)

where I2±2 is the spherical harmonic coefficient of the source mass quadrupole, ω = ϕ̇ = (M/r3)1/2,
r = rm[1− (t− tm)/τrr]

1/4, τrr = (5/256)(M/η)(rm/M)4, σlmn = iωlmn + τ−1
lmn are the black hole

quasi-normal modes and damping times depending on the remnant black hole mass and spin
[60], and tm is the matching time at which r = rm. The matching radius rm is an adjustable
parameter determining the peak of the waveform amplitude, one usually chooses rm = 3M
corresponding to the Schwarzschild light ring. Finally the coefficients Almn are determined by
matching the two pieces at t = tm.

The memory contribution to the h20 mode can be calculated using Eq. (3.27). In computing
the leading order piece of the memory for quasicircular orbits, only the h22 mode is needed.
Thus, the memory contribution to the waveform polarization h+ is

h
(mem)
+ ≈ R

192π
sin2 Θ(17 + cos2 Θ)

∫ TR

−∞
dt |ḣ22|2. (3.77)

Substituting in the minimal waveform model given in Eq. (3.76) and evaluating the integral
yields a relatively simple analytical expression for the evolution of the memory,

h
(mem)
+,MWM ≈

ηM

384πR
sin2 Θ(17 + cos2 Θ)

{
8πM

r(T )
H(−T )

+

8πM

rm
+

1

ηM

nmax∑
n,n′=0

σ22nσ
∗
22n′

σ22n + σ∗22n′
A22nA

∗
22n′

(
1− e−(σ22n+σ∗

22n′ )T
)H(T )

}
,

(3.78)

where H(T ) denotes the Heaviside function. One could further improve this model by us-
ing an EOB description of the h22 mode and substitute it into Eq. (3.77). Fig. 3.5 (taken
from Ref. [58]) shows the h+ polarization generated during the coalescence of two equal mass
black holes with and without memory contribution. This was calculated using the full EOB model.
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Figure 3.5: The plus-polarization waveform from the late phase inspiral, merger and ringdown of
a binary black hole coalescence computed using a full effective-one-body model with (solid, blue)
and without (dashed, red) memory. (Figure from Ref. [58])

3.6 Detecting the memory

After the first direct observations of gravitational wave signals, it is legitimate to ask if also
the imprint of the memory is observable. The memory itself from a gravitational wave passing
through spacetime in the distant past long before the observation is undetectable. It would
simply correspond to an unobservable constant shift in the Minkowski metric.

Nonetheless, what is observable, is the accumulation of memory over time as the gravitational
waves pass through the detector. A simple estimate of the detectability of the memory with
gravitational wave interferometers is done by calculating the sky-averaged rms signal-to-noise
ratio (SNR),

SNR =

[∫ ∞
0

df

f

h2
c(f)

h2
n(f)

]1/2

, (3.79)

where noise amplitude hn(f) and the memory amplitude hc(f) are given by

hn(f) =
√
αfSn(f), (3.80a)

hc(f) = 2(1 + z)f〈|h̃(mem)
+ [(1 + z)f ]|2〉1/2|R→DL/(1+z). (3.80b)

In Eq. (3.80a), Sn(f) is the noise spectral density of the detector and α = 5 for interferometers

like LIGO or α = 20/3 for space-based detectors like LISA [61, 62]. In Eq. (3.80b), h̃
(mem)
+

denotes the Fourier transform of h
(mem)
+ , z is the redshift, DL(z) is the luminosity distance and

the angle brackets imply to average over polarization angles and sky positions.
Comparing the SNR to sensitivity curves of current or future detectors, one can estimate the

chance of detecting the memory. For advanced LIGO the prospects are rather poor. It would
need a binary black hole coalescence of two 50M� black holes at 20 Mpc to yield a significant
SNR ≈ 8. LISA is in a much better position to detect the memory of supermassive binary
black hole mergers. A merger of two 105M� black holes at z = 2 has an SNR of ≈ 9 [63].
Note also that ignoring memory contributions from merger and ringdown would substantially
underestimate the SNR, while using the simplest imaginable model for the memory, which is just
a step function, would overestimate the SNR.
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4 Conclusion

Before coming to the end, we will shortly recap what has been done, state some problems and
difficulties and suggest possible extensions.

4.1 Waveform polarizations in terms of Hansen coefficients

On the one hand, we have derived a formula to explicitly calculate expressions for the PN-accurate
Hansen coefficients in terms of the eccentricity et, symmetric mass ratio η, PN parameter x and
periastron advance angle δl. On the other hand, we have written the waveform polarization
states h+,× as a sum over harmonics of the mean anomaly l with coefficients involving the Hansen
coefficients. We have explicitly written the coefficients up to 1PN order. Invoking the Hansen
coefficients in the waveforms at 2PN order [12] and the instantaneous parts at 3PN order [51]
would be feasible.

Furthermore, we have discussed an analytical method to calculate the Fourier transform
of the waveform, the stationary phase approximation (SPA). Applying the SPA is possible
because the waveform is varying on three different timescales. Amplitude and frequency evolve
on the radiation-reaction timescale, the phase on the orbital timescale, and in between there is a
timescale corresponding to the periastron precession. In our computation of the Fourier trans-
form we have ignored the periastron precession, with the help of Ref. [24] it could be incorporated.

4.2 Gravitational wave memory from eccentric binaries

The non-linear gravitational wave memory effect is itself an interesting feature of the non-linearity
in general relativity. Moreover, it is potentially directly observable with a gravitational wave
detector like LISA.

We have investigated the gravitational wave memory effect from eccentric binary inspirals. To
the leading order calculations done in Ref. [1] we have computed the 1PN corrections. In the low
eccentricity limit, explicit expressions for the memory contribution to the relevant multipoles are
derived in Eqs. (3.69), (3.71a) and (3.71b). An extension to 3PN order should be straightforward,
in Eq. (3.27) one would insert the 3PN-accurate ḣlm and follow the same steps as have been
done in Sections 3.3 and 3.4, but expanding each time to 3PN order.

A point that remains somewhat unclear is what happens to the m 6= 0 memory modes derived
in Section 3.3.4. We have argued that they are not contributing to a secularly increasing memory
effect, because the hereditary integral leads to a suppression due to the oscillations from the
periastron precession term. It has to be further investigated if these memory modes exactly
vanish or if there is still some contribution at a higher PN order.

Alongside, one should also improve the calculation of the memory accumulated during the
late inspiral and the merger of binary systems, since it will contribute the most. However, this is
difficult in the highly relativistic environment of the coalescence and is most likely a task for
numerical relativity together with the effective-one-body formalism.
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In principal, the memory effect could be used to test general relativity. It would therefore also
be interesting if there is a notion of something like a memory effect in alternative theories of gravity.
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A Expressions for some Fourier coefficients

Here we provide explicit expressions for some coefficients appearing in the Fourier series expansions
in Sections 2.2.2 and 2.2.3. They are all extracted from Ref. [14], where also a solution to the
3PN-accurate Kepler equation, relating the mean anomaly l and the eccentric anomaly u, is
derived. This solution is given in terms of the Bessel functions of the first kind Js and reads

u =
∞∑
s=1

As sin(sl), (A.1a)

As =
2

s
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∞∑
j=1

αj [Js+j(set)− Js−j(set)] , (A.1b)

where the αj are given by
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(A.2)

The f4t, g4t, ... are orbital functions of angular momentum and energy (see Ref. [16] for explicit

expressions), eφ is some angular eccentricity appearing at 1PN order and βφ =
(

1−
√

1− e2
φ

)
/eφ.

Expressions for αj in terms of eccentricity, symmetric mass ratio and post-Newtonian parameter
are provided in harmonic and ADM type gauges in Eq. (18) of Ref. [14].

Next we turn to the coefficients of the series expansion of (1− e cosu)n valid for negative n,
which are given in terms of the hypergeometric function 2F1,

(1− e cosu)n =
∞∑
j=0

b−nj cos(ju), (A.3a)

bn0 = 2F1

(
n

2
,
n+ 1

2
; 1; e2

)
, (A.3b)

bnj =
ej

2j−1

(
n+ j − 1

j

)
2F1

(
n+ j

2
,
n+ j + 1

2
; j + 1; e2

)
. (A.3c)

From the solution of the Kepler equation, the coefficients for the expansion of trigonometric
functions of u into harmonic series of l can be derived. For sine, cosine and exponentials they
are

sin(ju) =

∞∑
s=1

σjus sin(sl), (A.4a)

σjus =
j

s
[Js+j(set) + Js−j(set)]

+
j

2

∞∑
i=1

αj [Js+j+i(set)− Js+j−i(set) + Js−j+i(set)− Js−j−i(set)] ,
(A.4b)
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cos(ju) =
∞∑
s=1

ζjus cos(sl), (A.4c)

ζju0 =
1

2
(−etδj1 + αjj) , (A.4d)

ζjus =
j

s
[Js−j(set)− Js+j(set)]

+
j

2

∞∑
i=1

αj [Js−j+i(set)− Js−j−i(set)− Js+j+i(set) + Js+j−i(set)] ,
(A.4e)

eiju =
∞∑

s=−∞
εjus e

(isl), (A.4f)

εju0 =
1

2
(−etδj1 + αjj) , (A.4g)

εjus =
j

s
Js−j(set) +

j

2

∞∑
k=1

αk [Js−j+k(set)− Js−j−k(set)] . (A.4h)

Trigonometric functions of the true anomaly v can be related to the eccentric anomaly via
the series expansion

eijv =

∞∑
n=0

Ejneinu, (A.5a)

Ej0 = (−β)j , (A.5b)

Ejn>0 =

(
n− 1

n− j

)
2F1

(
−j, n;n− j + 1;β2

)
βn−j . (A.5c)
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B PN waveform in terms of Hansen coeffi-
cients

Here we give expressions for the coefficients Q+×
s at half and one PN order just as it was done

at Newtonian order in Eqs. (2.28c) and (2.28d). We use the abbreviations, ∆ = (m1 −m2)/M ,
cΘ = cos Θ and sΘ = sin Θ. The coefficients at half PN order read:

Q+ (1/2)
s =

∞∑
j=−∞

∆ sΘ

8

{
(1 + c2

Θ)
√

1− e2
t

[
(9− 5e2

t )δs−j,0 −
7et
2

(
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3e2
t

2

(
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) ](
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4
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t )
(
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− 4et

(
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(
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)
+
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(B.1a)

Q× (1/2)
s =

∞∑
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i∆sΘcΘ

4

{
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The coefficients at one PN order are given by:
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